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At this juncture, we wish to convey our profound gratitude to Ms. Patricia Cardona Roca and Mr. 
Matthew McVarish for their prompt and wholehearted response to our invitation. They graciously 
shared their deeply personal stories and childhood experiences of surviving sexual violence. Their 
willingness to come forward and share their traumatic experiences is not only an act of profound 
bravery but also a powerful testament to the strength of the human spirit.  
 
- Ms. Patricia Cardona Roca is a self-taught poet, a radio broadcaster, a speaker, an actress, a yoga 

teacher and a telecommunications engineer. She collaborates with RANA (Red de Ayuda a Niños 
Abusados, or aid network for abused children), and she is a Steward of Children by Darkness to 
Light. She is an activist as well and a member of Brave Movement, a survivor-centred global 
movement fighting to end childhood sexual violence.  

 
- Mr. Matthew McVarish is a multi-award-winning children’s right activist, actor and screenwriter 

from Glasgow Scotland. On the Lanzarote Committee at Council of Europe, he represents the Brave 
Movement, an international gathering of survivor voices, pushing every government to prioritise 
prevention, healing, and justice to end childhood sexual violence globally.  

 
Their stories, presented throughout this deliverable serve as a beacon of hope, inspiring countless 
others to find their voices and embark on their own paths to healing and recovery. Their stories serve 
also for policy and decision-makers to be brave in their journey towards crafting effective measures 
and support systems, driven by the profound human impact of sexual violence, fostering awareness, 
empathy, and positive change for survivors and society. 
 
They have not only survived but have emerged as powerful advocates, tirelessly working to raise 
awareness about the scourge of sexual abuse and providing unwavering support to fellow survivors. 
 
Thank you. 
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EXECUTIVE SUMMARY 
 
This document is presented by the GRACE project and it aims to identify, analyse, and report on policy 
recommendations for the use of technology by law enforcement authorities and stakeholders operating in 
the CSEM arena to combat CSEM. It also provides an overview of policy recommendations that are in close 
connection with technology. Therefore, it encompasses the whole range of policy recommendations on 
different interconnected topics.  
 
We have personalised the approach to these topics through the story of two young victims, now survivors 
Anna and George, the main characters of Europol’s successful “#Say No!” campaign against sexual coercion 
and extortion. The real stories of CSA survivors are included in this deliverable. Based on their experience 
and the narrative of sexual abuse, we present statistical indicators on the use of the Internet and electronic 
devices among young people and in general. This is followed by an insight into the criminological and 
victimological aspects of the use of the Internet, social networks, applications and the ways in which 
perpetrators of sexual abuse operate. We also touch on the definitions and relevance of appropriate 
terminology in this area, advocating for the use of child sexual abuse material (CSAM) instead of “child 
pornography” offering greater dignity to victims as well as international legal standards on children’s rights 
and their protection.  
 
The challenges ahead of every society in protecting children are: 
- Staying ahead of offenders in the rapidly evolving digital landscape requires constant updates to 

cybersecurity measures and strategies. Limited resources and legal challenges surrounding sensitive 
investigation data exchange hinder the development of robust analysis tools. 

- Law enforcement agencies face difficulties tracking and prosecuting offenders operating in the 
anonymity of the Dark Web, even using cryptocurrencies. Collaboration with international partners is 
essential to combat these activities effectively. 

- Identifying and preventing online grooming and sexual extortion is complex due to the wide range of 
platforms used, making it challenging for authorities to monitor and intervene effectively. 

- The criminal applications of Generative AI and the potential emergence of “dark AI” systems without 
safeguards create difficulties for law enforcement in detecting and combating child exploitation. 

- Striking a balance between privacy and security becomes increasingly challenging, as encryption 
becomes more common, affecting law enforcement's ability to safeguard victims. 

- Virtual interactions blur the lines between online and physical experiences, necessitating a 
comprehensive legal framework. Investigating ephemeral online encounters becomes challenging due to 
limited data availability. Trust issues, tools for identity deception, and the need for user education 
compound the difficulties. 

 
The key challenges faced by law enforcement authorities in general: 
- Resource Constraints due to numerous responsibilities; 
- Holistic Approach to combat CSEA is needed, but also a multifaceted strategy; 
- Addressing Demand for CSAM and stopping further sexualisation of children; 
- Breaking the Cycle of Abuse through victims’ support and prevent offending; 
- Long-Term Commitment through programs of all stakeholders, not just LEAs. 
 
Looking ahead, it can be expected that an increased emphasis on advanced technological solutions, such as 
AI-based content detection, to tackle online sexual exploitation of children more effectively. Collaboration 
between governments, tech companies, and law enforcement will likely become more streamlined, enabling 
faster responses to emerging threats. Additionally, the development of innovative tools and legislation to 
adapt to evolving technologies, like generative AI, deep fake, encryption, the metaverse or other-verses, will 
play a pivotal role in ensuring the safety of children in the digital age. 
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Protecting children from sexual abuse and exploitation requires a combination of education, awareness, law 
enforcement training, online policing, corporate responsibility, continuous innovation in cyber safety 
measures and holding tech companies accountable, where needed. 
 
Below are presented the stakeholders and policy recommendations for addressing CSEM online in eight 
sections. Sections are covering governance, legislation, policing, cooperation, technological developments, 
innovations, solution-oriented technologies, awareness, education, prevention, children’s participation, 
victims’ assistance, victim- and offender-centric approaches, improving protection of children by supporting 
law enforcement authorities and connected organisations with similar aims, and addressing private entities, 
such as media, social network sites, internet enterprise and entertainment industry. They are mainly divided 
per European and national level, once they are emerged as one, while last section presents the 
recommendations addressed to private entities.  
 

I. Governance, legislation, policing and cooperation 

EU/European level 
1. Regulatory Framework and Legislation Harmonisation: 
- Encourage the establishment of a European-level regulatory framework and harmonisation of legislation to 

combat child sexual abuse, addressing online exploitation and cross-border offences effectively.  
- The competent body within the EU is encouraged to continue relevant activities that all EU MS would implement 

the existing Directive 2011/93/EU aiming to protect children from sexual abuse and sexual exploitation as soon 
as possible. 

- Strategies should address all aspects of children’s life with special emphasis on empowering, protecting and 
supporting them in the digital (online) and real (offline) environment, while action plans should reflect and 
implement this vision.  

- EU bodies are encouraged to gather and publish significant statistical data in a coordinated way in order to 
understand the trends and frequency of these type of crimes, and to be able to compare them with other 
countries without delays or specific differences among them. 

 

2. Media and Entertainment Industry Regulations and Technology and AI Strategy: 
- Develop and enforce robust regulations at the European level to ensure responsible content production and 

moderation policies, strictly avoiding the sexualisation of children, while promoting healthy relationships, 
consent, and respect in media targeted at children and adolescents.  

- Simultaneously, develop a European strategy to counter threats from generative AI and deepfakes, along with 
implementing a comprehensive European-level regulatory framework for AI to ensure responsible AI 
development and address AI-generated content challenges. 

 

3. European Content Guidelines and Establish a European Task Force: 
- Establish European-wide content guidelines that consistently encourage responsible portrayals of healthy 

relationships, consent, improved body image, and respect in media, social network sites, and the entertainment 
industry targeting children and adolescents.  

- Additionally, create a European-level task force dedicated to combating online child sexual exploitation, 
collaborating closely with tech companies, law enforcement agencies, and survivor advocates to devise and 
implement effective strategies for preventing and addressing this issue. 

 

4. Funding for R&D: 
- It is recommended to allocate significant funding and resources toward the research and development of robust 

AI and other tools that can effectively detect, prevent, and report potential offending behaviour in online spaces, 
with a particular emphasis on safeguarding user privacy. 

National level 
1. Legislation, Oversight, and National Content Standards: 
- Enact and enforce legislation at the national level to fully implement and transpose existing EU legislation, such 

as Directive 2011/93/EU, to protect children.  
- Simultaneously, develop and implement national content standards that ensure healthy relationships, consent, 
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improved body image, and respect in content aimed at children and adolescents. 
 

2. Child Protection Strategies and Awareness: 
- Develop comprehensive child protection strategies that encompass all aspects of children's lives, emphasising 

empowerment, protection, and support in both digital and real environments.  
- Additionally, launch awareness campaigns to educate parents, caregivers, and children about online risks, while 

advocating for measures like no end-to-end encryption for children online. 
 

3. Data Publication and Adequate Resources: 
- Encourage national authorities to publish significant statistical data for understanding crime trends.  
- Enforce regulations that hold tech companies accountable for the presence of illegal and harmful content on 

their platforms, implement penalties for non-compliance, and establish mechanisms for data sharing between 
tech companies and law enforcement agencies. 

 

II. Detected technological developments 

EU/European level 
1. Technology Monitoring and Regulatory Frameworks:  
- Advocate for comprehensive EU regulations on generative AI and deepfake systems, establishing monitoring 

mechanisms to prevent harmful content, especially related to child exploitation. 
  

2. Age Restrictions and User Protection:  
- Promote European-wide age restrictions for generative AI and metaverse use to protect vulnerable users, 

explore biometric age enforcement for enhanced child safety. 
 

3. Online Policing and Content Monitoring:  
- Establish a European agency or taskforce for proactive monitoring of metaverse platforms, advocate robust 

online policing, and ensure vigilant user-generated content monitoring to maintain a safe online environment 
for children. 

 

4. Collaborative Efforts and Stakeholder Engagement:  
- Collaborate with policymakers for stringent deepfake regulations, foster cooperation between stakeholders to 

balance encryption privacy and law enforcement needs, and promote private sector support for investigations 
involving encrypted data while facilitating dialogue between tech companies and authorities. 

National level 
1. National Safeguards, Age Restrictions, and Technology Oversight: 
- Enact national regulations to mandate safeguards in generative AI systems, implement age restrictions at the 

national level to protect vulnerable users, and allocate resources for continuous monitoring of technological 
advancements related to AI and deepfakes. 

 

2. Local Stakeholder Collaboration and Private Sector Engagement: 
- Foster collaboration with local stakeholders, including tech companies, privacy advocates, and law enforcement 

agencies, to strike a balance between encryption's privacy benefits and the need for law enforcement to combat 
crimes like child sexual abuse.  

- Encourage local tech companies to cooperate with law enforcement in investigations involving encrypted data 
and promote dialogue and information sharing between tech companies and authorities. 

 

3. Local Platform Monitoring and National Online Policing: 
- Establish local agencies or working groups responsible for monitoring digital platforms used by children within 

the metaverse to prevent exploitation.  
- Advocate for the development of robust online policing mechanisms at the national level, including the 

adaptation of national legislation to align with emerging technologies and digital experiences within the 
metaverse, exploration of biometric enforcement of age restrictions, and implementation of mechanisms for 
vigilant monitoring of user-generated content and links in digital spaces. 
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III. Innovation and Solution-Oriented Technology 

EU/European level 
1. Promote Technological Development, Knowledge Sharing, and Analyse Existing Solutions with a 

Focus on Homomorphic Encryption: 
- Encourage policy-makers to promote technological development in tools, techniques, and instruments that 

enhance capacities and capabilities in child sexual exploitation prevention and protection, including technologies 
such as homomorphic encryption.  

- Also, urge relevant EU institutions to organise events that promote the adoption of such tools by national law 
enforcement and judicial authorities to safeguard children from sexual exploitation online and offline.  

- Conduct a comprehensive analysis of available solutions funded through EU and national mechanisms, 
identifying opportunities for improvement and highlighting existing solutions that can be upgraded or 
supplemented for the enhanced protection of children against sexual exploitation. 

 

2. Private Sector Collaboration, R&D Funding, and Research and Development for Encryption-Related 
Challenges: 

- Achieve an acceptable compromise between private sector involvement in research and development projects 
and the exploitation of project results by government and public bodies, addressing licensing models, 
emphasising the continued support and development of products.  

- Allocating significant funding and resources to research and develop robust AI and other tools for effective 
detection, prevention, and reporting of potential offending behaviour in online spaces, with an emphasis on 
safeguarding user privacy.  

- Also, investing in R&D to address encryption-related challenges, maintaining the equilibrium between privacy 
and security, allowing law enforcement agencies to access critical information when necessary. 

 

3. Automated Detection Tools for AI-Generated Content, Deepfakes, and Technological Impact 
Assessment: 

- Invest in research and development of automated tools specifically designed for detecting AI-generated content 
and deepfakes, fostering collaboration between European countries to develop effective detection mechanisms 
for swift identification and prevention of misuse, particularly in cases related to child exploitation, with a 
European-wide emphasis on countering malicious deepfakes, especially those involved in child sexual abuse or 
exploitation.  

- Also, conducting regular assessments of the impact of emerging technologies like VR/AR within the metaverse 
on child safety, ensuring that protective measures evolve to effectively safeguard young users. 

National level 
1. Promote Technological Development and Innovation Sharing: 
- National authorities are encouraged to promote technological development in tools, techniques, and 

instruments to increase capacities and capabilities in the child sexual exploitation (CSE) arena, both online and 
offline.  

- This should include sharing and exchanging innovative tools and techniques that benefit other national law 
enforcement and judicial authorities in their efforts to protect children from CSE. 

 

2. Optimise Existing Solutions and Encourage R&D: 
- National governments should analyse available solutions provided through various funding mechanisms at the 

EU and national levels, highlighting existing solutions that can be upgraded or supplemented to enhance the 
protection of children against sexual exploitation, all while prioritising survivor privacy and data protection. 

- Simultaneously, governments should prioritise investments in AI research and development (R&D) to proactively 
identify and address potential online offending behaviour while upholding user privacy and data protection 
principles, with a special focus on prioritising survivor privacy and data protection. 

 

3. National Automated Detection Tools: 
- Invest in and support ongoing research and development of automated detection tools tailored to identifying 

AI-generated and deepfake content, with a focus on countering malicious contents, especially those involved in 
child sexual abuse or exploitation.  

- Collaborate with neighbouring countries to share resources and expertise in developing effective detection 
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mechanisms. 

 

IV. Awareness, education and prevention 

EU/European level 
1. Development of Taxonomy for Online Harms and Safety-by-Design: 
- EU institutions, in cooperation with European nations, should initiate the development of a taxonomy of online 

harms to protect children's rights comprehensively, adopting a safety-by-design concept to ensure children's 
safety. 

 
2. Strengthen Preventive Activities for All Groups: 
- Policy makers at all levels should strengthen and support preventive activities that reach various segments of 

the population, including experts, the business sector, and individuals, with particular emphasis on vulnerable 
groups, such as children. 

 
3. Terminology Shift for Child Protection: 
- EU and European institutions should promote terminology that emphasises child protection, using terms like 

"child sexual exploitation material" and "child sexual abuse material" instead of "child pornography." 

 
4. Strong Coordination of Prevention Activities: 
- The EU and its institutions should lead by example in coordinating prevention activities aimed at safeguarding 

children from harmful online trends, underpinned by academic research, best practices, and the active 
involvement of children. 

 
5. European-Wide Prevention Campaign: 
- Launch a comprehensive European-wide campaign dedicated to educating parents, caregivers, and educators 

about child sexual abuse prevention. This campaign should prioritise recognizing signs of abuse and fostering 
open communication with children to create a safer environment. 

 

6. Adoption of Prevention Education Programs: 
- Advocate for European countries and national governments to adopt and implement comprehensive prevention 

education programs within school curricula. These programs should provide age-appropriate lessons on consent, 
online safety, and recognizing grooming behaviours to empower children with knowledge and skills. 

National level 
1. Taxonomy of Online Harms and Safety-by-Design: 
- EU Member States should facilitate discussions on the development of a taxonomy of online harms, particularly 

those affecting children, and promote these discussions within their societies. The outcomes of these discussions 
should contribute to a shared European taxonomy of online harms. 

 
2. Strengthening Preventive Activities and Children's Involvement: 
- National authorities have a positive obligation to support and enhance effective preventive activities, whether 

organised by themselves or in collaboration with other entities. These activities should uphold high-quality 
standards and align with the principles of the UN Convention on the Rights of the Child, with a strong emphasis 
on children's participation in matters concerning them. 

 
3. Use of Appropriate Terminology: 
- Encourage Member States and their national authorities to adopt and promote terminology that centres on child 

protection and the child victims of sexual exploitation, such as "child sexual exploitation material" and "child 
sexual abuse material." Member States should also consider revising legislation that employs outdated or 
incorrect terminology. 

 
4. Coordination of National and European Prevention Activities: 
- National authorities are encouraged to collaborate with EU institutions to establish or enhance the coordination 

of prevention activities at the national and European levels. Such coordination should involve academia, 
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practitioners, and children to ensure the most effective and inclusive approaches. 

 
5. Comprehensive Child Education Programs: 
- Implement comprehensive educational programs within schools and communities to educate children about 

their bodies, safety, consent, healthy relationships, and how to identify and report abuse. Additionally, provide 
digital literacy education to promote responsible internet use, online privacy, appropriate online behaviour, and 
critical thinking skills. 

 
6. Parent and Caregiver Education: 
- Provide parents and caregivers with the necessary knowledge and resources to recognise signs of abuse and 

create safe environments where open communication about sensitive issues is encouraged. 

 
7. Awareness and Safeguarding Measures: 
- Launch awareness campaigns targeting parents, caregivers, and children to educate them about online risks. 

Advocate for the exclusion of end-to-end encryption for children online and encourage the detection of child 
sexual abuse material, both on a voluntary and mandatory basis. 

 
8. Focus on Prevention and Education: 
- Develop comprehensive prevention programs within schools and communities. Educate children, parents, and 

educators about sexual abuse, online safety, and reporting. Conduct awareness campaigns to help the public 
recognise signs of abuse and take action. 

 
9. National Public Awareness Campaigns: 
- Launch national public awareness campaigns aimed at educating the public about the importance of responsible 

content involving children and for children. These campaigns should target both content creators and 
consumers. 

 
10. National Prevention Campaigns: 
- Develop and execute national prevention campaigns focusing on parents, caregivers, and educators. These 

campaigns should emphasise building self-esteem, self-respect, and self-love in children to reduce vulnerability 
to groomers. 

 
11. Collaboration with Survivor Advocates: 
- Collaborate closely with survivor advocates and organisations to create resources and materials tailored for 

schools and communities. These resources should focus on educating children about recognising and reporting 
abuse, while also addressing gender-specific aspects to combat harmful stereotypes and promote healthy 
relationships for all genders. 

 

V. Child participation 

EU/European and national level 
1. Promote Active Child Participation in Decision-Making: 
- Encourage the active participation of children in the development of legislative, policy, strategy, and action plans 

of significant importance at both the national and European levels. 
- Ensure that children's proposals and suggestions are actively considered in these decision-making processes. 
 

2. Feedback and Transparency: 
- Establish a positive obligation for national authorities and EU/European institutions to engage in meaningful 

consultations with children. 
- Provide children with clear and transparent feedback on how their input was taken into account and, when 

necessary, provide explanations for decisions that may not align with their proposals. 
 

3. Child-Friendly Communication: 
- Make official documents and position papers related to children available centrally in both child-friendly versions 
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and standard formats to ensure children's access and understanding. 

 

VI. Victims Assistance, Victim- and Offender-Centric Approaches 

EU/European level 
1. Victim and offender centric approaches:  
- Promoting the victim and offender centric approaches and ensuring that relevant stakeholders accept these as 

important to removing obstacles for efficient protection of children, quality evidence gathering and increased 
detection and prosecution of child sexual offenders. 

 

2. Establish a European-wide network of support centres:  
- Advocate for the creation of a network of trauma-informed care support centres across the European Union, 

specialising in providing comprehensive services for survivors of child sexual abuse. These centres should offer 
therapy, counselling, legal support, and other essential services. 

 

3. Funding for survivor-led organisations:  
- Encourage the European Union to allocate funding to support survivor-led organisations and initiatives dedicated 

to raising awareness, assisting survivors, and advocating for policy changes aimed at combatting child sexual 
abuse. 

National level 
1. National integration of victim- and offender-centric approaches:  
- National LE authorities are encouraged to properly assess and integrate both approaches, with increased and 

intensified sharing of intelligence of sexual abuse and exploitation of children nationally and internationally. 
- National authorities are encouraged to provide guidance and support to children, and to avoid their prosecution 

or unnecessary criminalisation, if they self-produced explicit images of themselves voluntarily, either without 
coercion or by force or trickery of any other person. 

 

2. Establish national support networks:  
- At the national level, create networks of support centres that align with the European-wide network's objectives. 

These centres should provide trauma-informed care, therapy, counselling and legal assistance to survivors of 
child sexual abuse. 

 

3. Advocate for national funding:  
- Advocate for national-level funding to support survivor-led organisations and initiatives within each country.  
- These organisations should focus on increasing awareness, providing support to survivors, and advocating for 

policy changes related to child sexual abuse prevention and support. 
 

4. Gender-sensitive support services:  
- Ensure that all national support services are sensitive to gender-specific needs and experiences.  
- Recognise that survivors of all genders may require tailored support, and implement strategies to provide 

comprehensive care accordingly. 
 

5. Address gender bias:  
- Prioritise the elimination of gender bias in the investigation and prosecution of child sexual abuse cases, 

recognising that survivors of all genders deserve equal access to justice.  
- Implement policies and practices that ensure equitable treatment for all survivors. 

 

VII. Support LEAs and organisations to improve protection of children 

EU/European level 
1. Promote and Fund Capabilities, Capacities, and Data Sharing:  
- The European institutions should promote and provide necessary funds for the increased capabilities and 

capacities of law enforcement and other relevant authorities, aimed at the protection of children from sexual 
exploitation and abuse. Additionally, facilitate data sharing and analysis among European countries to identify 
trends, track offenders, and dismantle exploitation networks. 
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2. Provide Training and Capacity Building:  
- Create European-wide training programs for law enforcement, prosecutors, and judges on investigating and 

prosecuting child sexual exploitation cases. Promote the exchange of expertise and knowledge through joint 
training initiatives. 

 

3. Advocate for Standardised Protocols:  
- Champion the development of a European-wide framework that standardises investigative and prosecutorial 

protocols for child sexual abuse cases, with a strong emphasis on trauma-informed practices and survivor-
centred approaches. Ensure that these protocols are consistent across all member countries. 

 

4. Facilitate Sharing of Best Practices:  
- Promote the sharing of best practices and provide training opportunities for European and national law 

enforcement agencies to ensure consistent and effective responses to child sexual abuse cases. Foster 
collaboration and knowledge exchange among Member States. 

National level 
1. Provide Sufficient Resources and Training for CSE Units: 
- The national authorities are encouraged to provide or allocate sufficient human resources and funds to dedicated 

CSE units and to provide regular training courses and meet the educational needs of CSE investigators to improve 
their ability to protect children from these harms. 

 

2. Law Enforcement Training: 
- To enhance child protection efforts, law enforcement officers must undergo specialised training covering sexual 

abuse, exploitation, and relevant laws. This comprehensive training should encompass investigative techniques, 
evidence collection, and interviewing child victims or witnesses while emphasising a victim-centred approach, 
trauma awareness, and the minimisation of secondary victimisation. 

 

3. Promote Multiagency Collaboration: 
- Encourage collaboration among government agencies, law enforcement, social services, healthcare 

professionals, educators, and NGOs. Foster mechanisms for information sharing, joint investigations, and 
cooperation. 

 

4. Enhance Victim Support Services: 
- Ensure accessible and specialised support services for child victims, including counselling, medical care, legal aid, 

and safe accommodation. Strengthen the capacity of child protection agencies and organisations to provide 
comprehensive and trauma-informed support. 

 

5. Establish Specialised Units: 
- Within each national law enforcement agency, establish specialised units dedicated to child sexual abuse cases. 

These units should be staffed with professionals trained in trauma-informed investigators to ensure that 
survivors receive appropriate support throughout the legal process. These units should also have their own 
victim identification section. 

 

6. Eliminate Statutes of Limitations: 
- Implement national policies that eliminate statutes of limitations for prosecuting child sexual abuse cases, 

guaranteeing that survivors have the opportunity to seek justice regardless of when they come forward. 

 

VIII. Addressing private entities  
Media, social network sites, internet enterprise and entertainment industry 

In line with the fundamental principles, enshrined in the UN Convention on the Rights of the Child and the 
principles outlined in General Comment No. 16 (2013) on State obligations regarding the impact of the 
business sector on children's rights, it is imperative to recognise that businesses also bear responsibilities 
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and obligations to uphold and protect the rights of children. Therefore, private entities are offered with a 
more streamlined and coherent set of recommendations:  
 

1. Corporate Responsibility and Accountability: 
- Internet companies, technology platforms, media, social network sites, and the entertainment industry must be 

held accountable for combatting child sexual exploitation. This entails implementing strict content moderation 
policies, actively reporting illegal activities, and collaborating closely with law enforcement agencies to 
effectively address this issue. Corporate responsibility is vital in the fight against online child exploitation. 

 

2. Responsible Content Production: 
- Encourage responsible content production that avoids the sexualisation of children and childhoods. 
 

3. Promoting Dignity and Healthy Content: 
- Encourage and commit to portraying healthy relationships, consent, improved body image, and respect in media 

targeted at children and adolescents. 
 

4. Education and Internal Policies: 
- Promote educational initiatives within these entities to enhance understanding of responsible content about 

children and for children. 
- Develop and promote internal policies aimed at the responsible promotion of content involving children and for 

children. 
 

5. Standardised European-Level Policies: 
- Advocate for the creation and promotion of standardised internal policies throughout the European Union, 

which focus on responsible content about children and for children. These policies should include a framework 
for reporting and rectifying violations, ensuring consistent application across Member States. 

 

6. Incentives for Responsible Content: 
- Encourage these entities to adopt internal policies that promote responsible content about children and for 

children. Collaborate with industry stakeholders to create incentives for adherence to these policies, such as tax 
benefits or industry awards for responsible content. 

 

7. International Collaboration and Best Practices Sharing: 
- Encourage private entities, particularly those based outside of Europe, to collaborate with European 

counterparts and law enforcement agencies in sharing knowledge and best practices for responsible content 
involving children and for children.  

- Promote cross-border initiatives and partnerships to ensure a unified global approach to protecting children's 
rights and safety. 

 
Implementing these recommendations at both the European and national levels signify a proactive 
commitment to combating child sexual abuse comprehensively. It entails not only providing robust support 
services that acknowledge the unique needs of survivors, but also fostering a widespread prevention 
education culture that empowers parents, caregivers, educators, and children themselves. Additionally, it 
involves a coordinated effort to address online child sexual exploitation through advanced technological 
solutions, holding tech companies accountable, and bolstering detection and prevention capabilities. 
 
These recommendations, updated from previous version serve as a general framework and should be 
adapted to the specific legal and sociocultural contexts of each European country. National governments 
should work in cooperation with the European Union to ensure a harmonised approach in line with European-
level recommendations. 
 
Regions worldwide and countries outside of Europe are welcome to adapt the above recommendations into 
their regional and national contexts. 
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It is important to note that the recommendations do not encompass all the issues in sexual exploitation of 
children, e.g. transnational child sex offenders, their treatment and programs during and after serving the 
sentence, sexual exploitation of children in tourism and travels, responses of the banking and financial sector, 
and other related topics to such crimes. They are out of scope and context of the GRACE project. 
 
As we look ahead, it is undeniable that tomorrow will bring new developments, fresh trends, and evolving 
criminal threats. The pivotal objective moving forward is for both children and adults to navigate present and 
future digital landscapes with safety and wisdom.  
 
Together. 
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1. Introduction 
 
Here we present the overview of this deliverable, its relation to other deliverables in the GRACE project, and 
a brief explanation of the structure and content of it. 
 

1.1. Overview 
 
The description of action describes this deliverable as: 
 
 

D10.7 - Stakeholder and policy recommendations for addressing online CSEM. [November 2023] 
 
 
This task will develop a series of stakeholder and policy recommendations for the use of technology to combat 
CSEM and by offenders to create, disseminate and consume CSEM content. It will also promote the adoption 
of EU wide standards based on the standardisations designed (T2.3) and implemented in GRACE. This task will 
receive inputs from T6.6 which analyses short and long-term trends alongside desk-based research from policy 
briefs and statistics well as input from referral providers. 
 
The main objective of this document is to identify, analyse, and report on policy recommendations for the use 
of technology by LEAs and stakeholders operating in the CSEM arena to combat CSEM. 
 

1.2. Relation to other deliverables 
 
This deliverable is related to the following other GRACE deliverables: 
 
 

- Receives inputs from: 
 
 

Deliv. # Deliverable title How the two deliverables are related 

D1.3 Ethical and legal guidelines for the project 
and data management and protection 
plan 

The outcomes and benefits were considered for 
future implementation  

D2.3 
Standardised Taxonomy and Information 
Exchange Formats   

With promoting the adoption of EU wide 
standards based on the standardisations designed 
and implemented in GRACE, under T2.3  

D6.6 
Module(s) for predictive analysis of short 
and long-term trends in CSEM 

With outcomes from analyses of short and long-
term trends (alongside desk-based research from 
policy briefs, statistics and input from referral 
providers), under T6.6 in connection with T2.3  

D9.1 Ethical Report Country contributions (LT, PT); ethical 
considerations do have some policy implications 

D9.3 Legal Report v1 General inputs from this deliverable 

D9.4 Legal Report v2 General inputs from this deliverable 

D9.5 Overall legal and ethical framework v1 General inputs from this deliverable 

D10.6 Stakeholder and policy recommendations Links legislation with policy and phenomenon 
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for addressing online CSEM which will help as a guidance for the reader and 
the designers of the platform  

D10.8 Best Practices on Victim support for LEA 
first responders 

The Best Practices were considered a natural 
continuation of the D10.5 

 
Table 1 – Relation to other deliverables – receives inputs from 

 
 
 

- Provides outputs to: 
 
 

Deliv. # Deliverable title How the two deliverables are related 

D9.4 Legal Report v2 General inputs from this deliverable 

D10.9 
Best Practices on Victim support for LEA 
first responders 

The Best Practices can be considered a natural 
continuation of the D10.5 

 
Table 2 – Relation to other deliverables – provides outputs to 
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1.3. Structure of the deliverable 
 
This document includes the following sections: 
 

• Section 1: This introduction provides an explanation of the deliverable content, its structure and its 
relations to other deliverables within the same project.  
 

• Section 2: Methodology is explained in order to present the approach taken to achieve the results in 
this deliverable. 
 

• Section 3: It provides a brief overview of relevant terminology in CSE crime area and the perspectives 
of two CSA survivors, male and female. 
 

• Section 4: This section provides an overview of the trends through different studies, theories, and 
projects, the outcomes of successful prevention campaigns and through different statistical indicators, 
encompassing the complexity of CSE/CSA crime area. 
 

• Section 5: Provides the basic legal background, from relevant International and European law that 
focuses on various activities that the children can benefit. It encompasses also relevant historical 
milestones in relation to recognising the children’s rights, with focus on the protection of children 
against sexual exploitation and abuse.  
 

• Section 6: This is the core part of the deliverable, the overview of policy recommendations synthesised 
from the topics previously explored in sections 2, 3, 4 and 5. 
 

• Section 7: This concludes the deliverable with a view into the future and challenges ahead. 
 

• Section 8: Providing an overview of sources and literature used in this document. 
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2. Methodology  
 
The deliverable was prepared through different research methods. One was literature review, including the 
online search for relevant information, the attendance at different public discourse events (e.g. webinars, 
online conferences, consultations) and by gathering contributions from partner organisations in the GRACE 
project. 
 

2.1. Information and literature search  
 
In searching for relevant literature and available information online, the search engine google was used 
between September 1 to December 15, 2020. The online search was performed through various search 
terms, such as:  
- The name of organisation or institution (Council of Europe, Europol, European Commission, UNICEF, 

CISCO, etc.);  
- The names of events (conferences, webinars, etc.); 
- The public press releases, and the news,  
- The keywords (child, protection, sexual, abuse, exploitation, cybercrime, victims, crime, internet, online, 

digital, report, penetration, population, privacy, human rights, law, legislation, convention etc.); 
- The period of published or released sources (in the last year, i.e. 2019/2020, the last decade); 

- The sources published by reliable organisations, institutions, and private sector (that was determined 
according to the role they play in the societies, their ethical approach and positive contribution to 
children’s safety and respect their rights).  

 
The results from the publicly available events are indicated in the chapters that follows. These findings were 
gathered from the events that were organised by Council of Europe, United Nations, European Parliament 
and others during the year 2020 mainly. 
 
Same methodological exercise was repeated and results gathered after 27 February 2021, until 10 October 
2023. It was about observing evolution of trends and possible new criminal threats.  
 

2.2. Interview  
 
Additionally, during the second research period, we had been in contact with people, who declare themselves 
as a survivors of child sexual abuse in their childhoods. At first, out of deep respect and dignity for their 
experience with violence, we were held back from asking them for an interview. Later, however, we decided 
to ask them for their willingness to share their personal story for the purposes of this deliverable.  
 
The decision to ask was made due to the importance of each of their experiences, to raise awareness and 
understanding to the public. With their contribution, we tried to find a way to bring to attention traumatic 
experience in their childhoods regardless of where or how the sexual abuse occurred. Searching for particular 
victim or survivor of sexual abuse in the childhood that would fit into the context of this deliverable would 
take much more efforts and time, while the outcome would not be necessarily in the level of expectations of 
any reader of this deliverable.  
 
We understand that their traumatic experiences took place in the family environment, which is the 
unfortunate statistical fact that vast majority of sexual abuses of children occurs in families or in environment 



 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 23 of 158 
 

to which a child is familiar with.1 Law enforcement experiences in such cases show that online component is 
very much present even in those cases. Afterall, we wanted to shed light on the rarely heard disclosures of 
those who experienced sexual abuse as children, and to give a special human note to this deliverable. 
 
Ms. Patricia Cardona Roca and Mr. Matthew McVarish are adults and they are also activists for the rights of 
the victims of sexual abuse. We asked both of them the same seven questions, and we assured them that we 
would publish their stories in this deliverable without any changes, embellishments or shortening.  

Questions asked were: 
1. We learned that you are CSA survivor. Would you be so kind and share with us your story? 
2. Nowadays, children are unfortunately still sexually abused physically and online. How do you see 
this situation? 
3. What needs to be done from your perspective to prevent any kind of sexual abuse of children? If 
you can, please, focus a bit on girls? If you can, please, focus a bit on boys?   
4. What needs to be done from your perspective to effectively investigate and prosecute any kind of 
sexual abuse of children? If you can, please, focus a bit on girls? If you can, please, focus a bit on 
boys?   
5.  What is your message for policy-makers, law-makers and to those who need to act to protect 
children from sexual abuse and exploitation? 
6.  Would you like to add anything else? 
7. Please, introduce yourself and your advocacy movement. 

 

 

1 Slater (2021) wrote that the sad fact is that online exploitation begins at home for many kids, and in those cases their parent is the 
last person who can be trusted to keep them safe. He also added that one study of 150 adult survivors, who indicated they had 
appeared in sexual abuse material as children, found 42% identified their biological or adoptive/stepfather as the primary offender, 
more than two-thirds of such images appear to have been made at home (ibid.). See more: Slater. M. (2021). New research shows 
parents are major producers of child sexual abuse material. The Conversation, article published 19/02/2021. Available at: 
https://theconversation.com/new-research-shows-parents-are-major-producers-of-child-sexual-abuse-material-153722 (accessed: 
27/11/2023). 

Please, introduce yourself and your advocacy movement. 
Patricia: I’m Patricia, a self-taught poet, a radio broadcaster, a speaker, an actress, a yoga teacher and a telecommunications 
engineer. I collaborate with RANA (Red de Ayuda a Niños Abusados, or aid network for abused children), and I am a Steward 
of Children by Darkness to Light. 
I am an activist as well. I am a member of BraveMovement a survivor-centred global movement fighting to end childhood 
sexual violence.  
I have already made three journeys to Brussels to speak with seven Spanish and one Irish Members of the European 
Parliament to stress the importance of passing “COM (2022) 209: Proposal for a Regulation of the European Parliament and 
of the Council laying down rules to prevent and combat child sexual abuse”.  On October 10th, 2023, there is another day of 
action in Madrid where I will take part too.  
My two missions in life are to break the taboo of talking about child sexual abuse and build a culture that protects children 
and allows survivors to come forward without fear. A society where survivors do not need to be brave to speak up.  
I have created L.A.B.O.R., a 5-step method that empowers parents to safeguard their children, expand their comfort zone, 
and witness how their confidence grows in this subject matter. 
I also give talks on topics including overcoming fear, forgiveness, breaking the silence, and turning pain into purpose. 

Please, introduce yourself and your advocacy movement. 
Matthew: My name is Matthew McVarish, I am a multi-award-winning children’s right activist, actor, and screenwriter from 
Glasgow Scotland. On the Lanzarote Committee, I represent the Brave Movement, an international gathering of survivor voices, 
pushing every government to prioritise prevention, healing, and justice to end childhood sexual violence globally. 

https://theconversation.com/new-research-shows-parents-are-major-producers-of-child-sexual-abuse-material-153722
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Under questions no. 3 and 4, we asked the female survivor to focus more on girls, while focusing more on 
boys was a question for a male survivor. The stories are presented by individual questions in squares on 
several pages throughout the entire deliverable. We also extracted some recommendations from their 
contributions, as this is the purpose of this deliverable. The question no. 7 about self-introduction was 
specifically highlighted as part of the acknowledgments in the pre-introductory part. 
 

2.3. Concept and partners’ contributions 
 
In addition, the concept of this deliverable (document) is to encompass three main insights that can lead also 
the non-experienced reader into the depths of complex and sensitive topics such as the sexual exploitation 
and sexual abuse of children. The mentioned insights are:   
a) Actual realistic story of two victims (young boy and young girl), who became youth advocates and 

amplifying their stories to others (peers, parents, officials, policy-makers and other stakeholders),  
b) Statistical indicators from the general view to more specific and detailed approach, from sociocultural 

impact (e.g. use of Internet, electronic devices, tools) down to criminogenic or victimological factors, and  
c) The legislative nature that circles the presented two points. 
 
The very first drafted document (ver. 0.1) was communicated with the GRACE partners (those, who are 
actually involved in this activity) for their comments, remarks and additional contributions. Also, the 
workshop was organised in order to highlight the idea behind the deliverable. The partners were asked to 
contribute their suggestions and potential solutions in a holistic view. The request for partners’ contributions 
were addressing different topics in order to improve stakeholders’ work against sexual crimes against 
children, such as:  
- Challenges or even problems confronted or observed that needs consideration; 
- Foreseeing any future challenges that have to be highlighted; 
- Activities that European countries should incorporate into their work processes;  
- Any specific topic that have to be addressed at the EU/European level; 
- Any current legal updates (improvements) made in national legislation that could be of importance for 

other countries, including relevant national case-laws;  
- Improvements of national work procedures (good practices) recently that can be shared as know-how to 

others;   
- How countries could contribute, exchange, improve, inform, share, provide etc. information in order to 

increase capability to respond;  
- Implementation of specific software or tools to improve investigations, victim identification processes 

forensics, managing cases; 
- New trends that could have impact on the work in this crime area (e.g. deep fakes (nude fakes), AI, child 

obscene dolls/robots, cloud computing, new apps etc.).  
 
Their contributions were included in this deliverable. 
 
The policy recommendations were presented at two levels, the EU/European level and the national level. 
The reasoning behind this is to distinguish the EU/European measures from the national ones. Some of the 
recommendations would better reflect at the wider perspective (EU/Europe), some would better reflect at 
the national, and others need sort of back-up in the wider context and then can be synchronised at the 
national level. In this regard, the sovereignty of the countries involved is respected, and on the other hand, 
it provides the relevant wider approach that needs to be put in place in all countries. In addition, the 
EU/European level is meant to cover all European countries, not just those in the European Union or perhaps 
those only, who have operational agreement with Europol. It is about contributing the outcomes of the 
GRACE project through the policy recommendations to each and every European country in order to improve 
their implementation. The latter can assist also to countries outside of Europe (other regions, even 
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continents) to recognise the needs of a synchronised and harmonised approach at wider, if not at global 
scale.  
 
The more countries and stakeholders are aligned in their work to protect children from sexual abuse and 
sexual exploitation to minimise it, if not abolish it; the better that is for the children.  
 

2.4. Limitations 
 
A limitation in this deliverable was observed. It is a lack of physical and direct discussions, exchange of views 
or other kinds of consultations in person. This makes this document slightly less concrete or perhaps without 
a wider breadth of vision.  
 
This shortcoming can be remedied by two currently perceived solutions. The first is when the restrictions 
from COVID-19 measures will be deescalated. The other is to emphasise that this deliverable is a ‘live’ 
document that will be supplemented according to new trends that occur during the lifecycle of the project.  
 
In the second version of this deliverable, the limitation was mitigated by constant observation of related 
trends and following their evolutions. Additionally, the COVID-19 restrictions were later in 2021 deescalated 
and consequently more and more in-person interactions took place in societies, and also among project 
partners.   
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3. Terminology  
 
Presenting and understanding the terminology related to child sexual exploitation is of significant importance 
(Frangež, Klančnik, Žagar Karer, Ludvigsen, Kończyk, Ruiz Perez, Veijalainen, and Lewin, 2015). Same authors, 
who looked into terminology highlighted that many different expressions can be found in the area of child 
sexual exploitation and much consideration must be devoted to this topic to avoid any misunderstandings. 
In further reading, the presented terminology should serve as a basis for proper understanding the sexual 
exploitation and abuse of children in order to avoid misinterpretation and that the common ‘standards’ are 
respected, such as Luxembourg Guidelines.  
 

3.1. Who is a child?  
 
A child is a human being under the age of 18 years; a definition derived from many international treaties.2  
 
This definition can incorporate terms such as baby, infant, toddler, minor, underage person, (pre)pubescent 
girl or boy, adolescent and teenagers under 18 years of age.  
 
Youth, young people, youngsters, young adults in most cases do not reflect children according to definition. 
 
Children are also defined, in cases involving sexual exploitation, as individuals who have not yet attained the 
age of consent in a specific jurisdiction.  
 

3.2. Child sexual exploitation and abuse (CSEA) 
 
It is any act of a person who, takes advantage of the situation or circumstances in which the child found 
himself or herself with that person (exploitation), or with abuse of their privileged position, status, 
relationship, power and/or influence over a child, forces, coerces, seduces, induces, or persuades a child into 
sexual activity or into acts with sexual connotation, in order to satisfy its own needs for control and power, 
or their sexual needs. 
 
Sexual abuse or sexual exploitation of a child can take several forms, e.g. rape, sexual assaults, sexual 
grooming online, sexual coercion and extortion, live distant child abuse, depiction of sexual activity with 
children (i.e. child sexual abuse material, CSAM) and distribution of the CSAM online.  
 

3.2.1 Sexual grooming online 
 
It is the behaviour of the perpetrator, the purpose of which is to approach a child online and gain his trust 
(also making a contact for sexual purposes using technology) (Mihelič, 2017). European legislation3 defines 
this act as a solicitation of children for sexual purposes. It is defined as follows:  
 

“The proposal, by means of information and communication technology, by an adult to meet a child 
who has not reached the age of sexual consent, for the purpose of committing any of the offences 
referred to in Article 3(4) (i.e. engaging in sexual activities with a child who has not reached the age 

 

2 See legal chapter 5 
3 See indicated provisions in Directive 2011/93/EU of the European Parliament and of the Council of 13 December 2011 on combating 

the sexual abuse and sexual exploitation of children and child pornography, and replacing Council Framework Decision 2004/68/JHA, 

OJ L 335, 17.12.2011. Available at: https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%3A32011L0093 (accessed: 

03/12/2020). 

https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%3A32011L0093
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of sexual consent) and Article 5(6) (i.e. Production of CSAM/CSEM), where that proposal was followed 
by material acts leading to such a meeting (Article 6 of said Directive).“ 

 
The perpetrator tries, on the one hand, to reduce the child's resistance to sexual activity through the process 
of getting to know each other, and on the other hand, to increase her curiosity about sexuality (Mihelič, 
2017). The most common goal of online grooming is to meet a child live, followed by sexual activity, or the 
goal may also be to make sexual images that involve the child (ibid.).  
 
Sexual grooming can take place also offline. 
 

 

3.2.2 Sexual coercion and extortion  
 
Sexual extortion is a phenomenon of sexual exploitation that usually takes place online and uses mainly non-
physical forms of extortion (Mihelič, 2017). She presented that extortion with intimate images can happen 
to either adults or minors. It is possible to discuss about sexual extortion of minors with intimate imagery 
when someone threatens a child to disseminate his or her intimate images, if he or she is not provided with 
images that are more intimate, money, or sexual favours (ibid.).  
 
Europol (2017) highlighted the key elements of online sexual coercion and extortion of children that are 
indicated as:  
▪ Material — any material (information, photo or video) the victim seeks to keep private, 
▪ Threat — what a victim would like to prevent from happening, in most cases the release of material that 

victim seeks to keep private, 
▪ Value — what the perpetrator demands from a victim (Europol, 2017). 
 

1. We learned that you are a CSA survivor. Would you be so kind and share with us your story? 
Patricia: My name is Patricia, and I am a survivor of intra- and extra familial child sexual abuse. I want to emphasise that 
this experience does not define who I am; however, it has given me a purpose. I do not want any other child or family to 
go through what we did. 
This is part of my story. I was sexually abused at the ages of 13 and 14. On both occasions, the offenders were good 
friends with my family, and the abuse happened during sleepovers. My mom didn’t have tools at the time to protect me 
other than asking me to remain silent. It took me more than thirty years to speak up and go to therapy. All my life, I have 
been wearing masks, pretending I was well, and I even believed it at times. No one in my surroundings, not family, friends, 
or teachers, noticed anything. I was always looking cheerful and busy learning new things or embarking on new training 
and adventures. But soon after the second abuse, I developed eczema on my scalp and vulva, and I was diagnosed with 
teen stress. The eczema on my scalp remained until I was 38. During all these years, I felt empty and stupid, and had 
frequent suicidal thoughts. I felt worthless. At the age of 43, I had a panic attack and had to be taken to the hospital 
because the suicidal thoughts were uncontrollable, and my friends took shifts to take care of me so I would not commit 
suicide. This is when I started therapy and treatment. I was diagnosed with chronic PTSD (post-traumatic stress disorder). 
For many years, I was also sexually abused without physical touch. However, I didn’t recognise those as acts of sexual 
abuse until I was 44 and read a paper from UNICEF. CSA without physical contact had a greater impact on my life because 
I experienced it for a longer period of time and more regularly. When I realised that what I had been through was sexual 
abuse, I felt disgusted with my own body. I could not even take a shower since I could not see myself naked or touch my 
own skin to soap up. It took me another year of EMDR (Eye movement desensitization and reprocessing) therapy to 
process the memories. At one point, the only thing that kept me going was the hope that one day I would be able to help 
others. I didn’t have any other reason to live.  
Today, I am proud of the girl and teen I used to be and the woman I have become. 
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The perpetrator may also threaten to use information obtained from the child or to hack into child’s e-
devices, harm child’s friends or relatives if a child is failing to comply with perpetrators demands. Extortion 
with intimate footage can also be a continuation of sexting.4 
 
The term is often referred to as ‘sextortion’, but experts warned that unqualified use of this expression — an 
amalgam of ‘sexual’ and ‘extortion’ — in public discourse can be problematic. It can promote reductionist 
thinking around the problem of online sexual coercion and extortion of children, suggesting an overly 
simplistic image of what is in effect a damaging and complex phenomenon (Europol, 2017; IWG, 2016). 
 

3.2.3 Live distant child abuse 
 
With the term, Live Distant Child Abuse (LDCA) Europol encompasses all kinds of live-streamed sexual abuse 
of children. These include the commercial sexual exploitation of children via live-stream technologies by 
remote buyers, rebroadcasting of offenders’ collections of previously recorded sexual activates upon 
requests or demands, and also the situations, when a child is using a streaming application and unaware of 

 

4 Sexting is explained by NSPCC, when someone shares sexual, naked or semi-naked images or videos of themselves or others, or 

sends sexual messages. Available at: https://www.nspcc.org.uk/what-is-child-abuse/types-of-abuse/online-abuse/ (accessed: 

04/12/2020). 

1. We learned that you are CSA survivor. Would you be so kind and share with us your story? 
Matthew: I was regularly sexually abused by my uncle over many years until aged 13. He told me not to tell anyone. 
On March 24th, 1996, I somehow found the courage to run away. This shocked him and he became scared that he 
could no longer control me. He never touched me again after that, but he was still very present in our family, so I 
always had to pretend that everything was okay. Two years later, my older brother had a complete nervous breakdown. 
He is ten years older than me. In hospital, my brother disclosed that he had been sexually abused by our uncle. That 
was how I learned that it wasn’t only me. Our uncle had abused four of us for years, in the same house, and yet we 
never knew. No one went to the police, but our uncle was no longer allowed back in our house. I left home aged 17 
and began therapy. I knew if I didn’t get help, I’d end up in hospital like my elder brother. I went to university, became 
an actor, and began working in theatre and television. When I was 25, another brother had a nervous breakdown; he 
too had never spoken of the abuse. The fourth brother was now illegally self-medicating his depression with various 
substances. All four of us were privately struggling, yet our uncle who created this mess in our lives was still working 
as a schoolteacher. He volunteered to run football teams of young teen boys.  
Our silence was dangerous. Speaking about it with my brothers was still too difficult; however, I was now a professional 
actor and playwright, so I wrote a play about brothers who had been abused in their childhood who finally talk about it. 
The play was performed in Glasgow in 2008. I invited my brothers and an organisation who support survivors. We held 
a post-show discussion and after decades of silence, within just days of my play, our uncle was arrested. He pleaded 
guilty, due to the weight of our evidence, and served 4 years for ruining our childhoods.  
My play then transferred to NYC and I would speak to audiences after the show, explaining how this story led to the 
arrest of my uncle. Survivors across the US disclosed to me, often for the first time. When I advised them to press 
chargers, they told me they couldn’t. This is how I learned about the statute of limitations, the law that I went on to walk 
10,000 miles around Europe, to ask every government to abolish.  
Today, although I work internationally as an advocate for children’s rights, I struggle with depression and addiction. I 
have spent thousands of pounds and hours in therapy over the last 23 years and I will continue for the rest of my life. 
My three brothers are broken. One must keep anti-psychotic medication at home, as he suffers from occasional 
psychological break downs. His children are now in therapy too, for having witnessed his various suicide attempts. 
Another brother is still self-medicating and has never completed a college course, despite nine attempts. The life he 
could have had was destroyed. My last brother is currently off work, suffering another nervous breakdown. All four of 
us struggle with our weight, and one is now diabetic. Our uncle is dead, but the devastation he wrought in our lives 
carries on decades later. 
I am now learning that he created countless more victims in his school classes and footballs teams, as some of those 
boys are now coming forward to seek help.  

https://www.nspcc.org.uk/what-is-child-abuse/types-of-abuse/online-abuse/
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the danger of his or her own behaviour, shows intimate body parts to viewers for status purposes or for 
payments.  
 
European legislation5 defines this act as a pornographic performance. It is defined as follows:  

“‘Pornographic performance’ means a live exhibition aimed at an audience, including by means of 
information and communication technology, of: (i) a child engaged in real or simulated sexually 
explicit conduct; or (ii) the sexual organs of a child for primarily sexual purposes (Article 2(a) of said 
Directive).“ 

 
LDCA has the most obvious links with commercial distribution of CSEM. As new and/or unseen CSEM is 
valuable currency within the offending community, live distant abuse is therefore a way not only to acquire 
more CSEM, but to simultaneously generate material with a high ‘value’. 
 
This activity takes place in real-time, and occurs when a child is forced to appear in front of a webcam, mobile 
phone or camera to engage in sexual behaviour or to be subjected to sexual abuse. The sexual abuse of child 
is broadcasted to a buyer, who requests or demands the particular kind of abuse to be performed in front of 
e-devices, which provide real time transmitting of visual depictions (sexual abuse).  
 

 

3.3. Child sexual exploitation material (CSEM), child sexual abuse 
material (CSAM) 

 
The term child sexual exploitation material [CSEM] should be used instead of child pornography (Frangež et 
al. (2015). They explained that there is also another relevant term that can be used as a subtype of child 
sexual exploitation material [CSEM]; i.e. child sexual abuse material [CSAM]. Both terms indicate that a 
criminal offence against a child was committed. The child sexual exploitation material encompasses pictures, 
films, videos, movies, photographs, sketches, images, self-generated images of naked persons (“naked 

 

5 See indicated provision in same directive under footnote 2. Available at: https://eur-lex.europa.eu/legal-

content/EN/ALL/?uri=celex%3A32011L0093 (accessed: 03/12/2020). 

2. Nowadays, children are unfortunately still sexually abused physically and online. How do you see this situation? 
Patricia: We are in a very challenging and dangerous era because parents and educators are still behind with regard to 
emotional and sexual education and tech literacy. We are given high-speed internet and access to all kinds of content without 
control. It is like delivering an F1 car to someone who does not have a driver’s license. Nowadays, being a parent or an 
educator has higher demands than thirty years ago when the Internet was almost non-existent.  
Even though my generation grew before the Internet, children could still be harmed without physical contact in the offline 
world through exhibition, exposition, voyeurism, or verbal sexual abuse. I experienced CSA without physical contact, mainly 
verbal and voyeurism. It took me longer to comprehend since I could not label them as abuse. 
Similarly, many children do not recognise online sexual abuse for what it is.  I met a 14-year old girl who told me that all of 
her friends had received pictures of men exposing themselves. They do not report; instead, they block them and move on. 
However, this certainly has an impact on them. Receiving such an image or video makes them feel unsafe and distrust men 
in general. Online abuse crosses physical boundaries because the perpetrator can make a child do things for him, such as 
insert objects in her body, lick items, ask her to film her younger brother or sister, even to “interact” with them…and so on. 
The abuse occurs at home and the images are sent to the perpetrator. This is often combined with extortion to keep receiving 
images, and in the worst case, the child commits suicide or the offender reaches out to the child and physically abuses her.  
I cannot stress enough how important it is for parents to engage with their children to increase their self-esteem, self-love, 
and self-respect before letting them use a connected device. They must provide age-appropriate education about “tricky” 
people, porn, and groomers. If parents are not ready to talk about the aforementioned with their children, then their children 
are not ready to get a connected device because sooner or later they will be faced with some or all of the above. 

https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%3A32011L0093
https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=celex%3A32011L0093
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selfies”, “nudes”), texts, voice and audio recordings with sexually explicit content that include children. The 
term child sexual abuse image is used to describe the format on which the evidence of actual child sexual 
abuse is shown (e.g. photographs, pictures, video recordings) (ibid.). The CSAM is also referred to as child 
abuse material [CAM]. 
 
In United Kingdom, the official legal term indecent images of children6 is used instead of CSAM or CSEM. It 
appears to be broader than the other two; however, UK’s law enforcement agencies, judiciary, policy makers 
and legislators are using it to define the CSAM or CSEM.  
 
The visual presentation in the figure 1 provides a clearer view.  

 
Figure 1: Connections between different concepts regarding 

child sexual exploitation (Frangež et al., 2015) 
 
In short, CSEM and CSAM are the criminal consequences (results) of filmed, recorded, depicted or 
documented sexual exploitation and abuse of children. CSEM and CSAM have to be understood as evidence 
of sexual crime against a child, and therefore represent the crime scenes. 

 

 

6 UK Crown Prosecution Service, Indecent and Prohibited Images of Children, https://www.cps.gov.uk/legal-guidance/indecent-and-

prohibited-images-children (accessed: 02/12/2020). 

2. Nowadays, children are unfortunately still sexually abused physically and online. How do you see this situation? 
Matthew: This is a global epidemic on a scale that no government is appreciating.  
Since the dawn of the internet, each year the problem has only gotten increasing worse, and no meaningful action has ever 
been taken to prevent the millions of new victims created online and offline each day. The cost is approximately 7 trillion each 
year and growing. Sexual abuse in childhood alters the entire trajectory of the child’s life. Countless negative outcomes in 
later life, including suicide, PTSD, eating-disorders, depression, schizophrenia, completely-debilitating-anxiety, and even 
chronic diseases like cancer are now scientifically attributed to sexual abuse in childhood, due to the constant physiological 
unrest we live with.  
If any government boldly invested 1 billion in prevention, they would see the prevalence of all those outcomes, that cost them 
further billion each year, drastically reduce. Very few victims ever fully recover, due to the intense, specialised and expensive 
support needed. The vast majority of victims will never access proper help. Humanity is destroying itself and yet, it does not 
need to be this way.  
CSA is preventable. There are actionable solutions for healing, prevention and justice.  

https://www.cps.gov.uk/legal-guidance/indecent-and-prohibited-images-children
https://www.cps.gov.uk/legal-guidance/indecent-and-prohibited-images-children
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3.4. What is wrong with the term “child pornography”?  
 
Experts in this field encourage you to use the term ‘child (sexual) abuse material’ and not ‘child pornography’ 
in every discussions or reports. The term child pornography is therefore slowly being abandoned in 
professional circles, as it minimises the seriousness of the criminal offence and contributes to the 
stigmatisation and re-victimisation of victims (Frangež et al, 2015). 
 
The use of the term ‘child pornography’ helps child sex abusers as it indicates legitimacy and compliance on 
the part of the victim, and therefore legality on the part of the sex abuser. By using the phrase ‘child 
pornography’, it conjures up images of children posing in ‘provocative’ positions, rather than suffering 
horrific abuse. Every photograph or video captures an actual situation where a child has been abused. This is 
not pornography. 

 

3.5. Is this combination of words “child sex tourism” also wrong? 
 
European law does not provide direct definition of “child sex tourism”, while the term can be found several 
times in the mentioned directive against sexual abuse of children. Through the lens of Article 21 of the said 
directive, it can be understood as (1) advertisements of the opportunities to commit any of the sexual 
offences against a child and as (2) organising travel arrangements with purpose of committing any of the 
mentioned offenses.  
 
The ECPAT International7 promotes the use of ‘sexual exploitation of children in travel and tourism’, instead 
of ‘child sex tourism’. The NGO also explained that the connection between travel and tourism and the sexual 
exploitation of children might not be obvious. However, as the travel and tourism industry expands with 
cheaper tickets and better connections, the opportunities for child sex offenders to exploit children also 
increases. No country or child is immune. They also highlighted that the travel and tourism industry is in a 

 

7 More info: https://www.ecpat.org/what-we-do/sexual-exploitation-of-children-travel-tourism/ (accessed: 04/12/2020). 

3. What needs to be done from your perspective to prevent any kind of sexual abuse of children? If you can, 
please, focus a bit on girls? 
Patricia: Working on values, matching behaviours to values and maintaining coherence are important for parents and 
educators. It is important to notice that sex offenders and groomers target families, so if parents are not trained in 
prevention and do not know how to set boundaries with other adults in their child’s life (family, friends, coaches, etc.) with 
regard to their children's body safety and emotions, they become more vulnerable. The child will learn that her feelings are 
unimportant, that her body belongs to someone else, and that she must satisfy others at the expense of her wellbeing if 
her parents, for example, allow her grandfather to give her hugs and kisses when she doesn't want to. This is a recipe for 
her to be abused later on in life by family members or other people, online or offline.  
Parents and teachers are role models. 
When it comes to girls, it is really important to build their self-esteem for who they are and not for how they look or what 
they do. Girls with low self-esteem are more vulnerable to groomers. They might easily fall into the trap of “you are so 
pretty, you should be a model.” This could come from an offender pretending to be a model agency or a handsome boy.  
It is also critical to teach children about sex in an age-appropriate manner, engage them in tech talks, supervised use of 
social media, and never let them have a connected device in the bedroom at night. This is when the majority of abuses 
happen, behind closed doors. Buy an alarm clock.  
Schools must have a CSA prevention policy and make everybody aware of it.  
In the online world, access to certain content should be restricted. In the same way, a child who is prohibited from entering 
a sex store or casino offline shouldn't be permitted access to such websites online. 
I could keep going but this is a good start. 

https://www.ecpat.org/what-we-do/sexual-exploitation-of-children-travel-tourism/
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key position to protect children from this crime by making sure their services and venues are not misused by 
child sex offenders. ‘Voluntourism’, orphanage tourism and mega-events are examples where offenders 
easily can access and exploit children (ibid.). 

 

3.6. Child sex offenders – resident and transnational 
 
Plenty of expressions and terms describing a person, committing a sexual crime against a child have at first 
glance similar meaning. In the context of sexual exploitation and abuse of children, the following are the 
words (e.g. abuser, accused, child molester, child pornographer, child trafficker, convict, defendant, offender 
[transnational offender], paedophile, person of interest, predator, rapist, suspect etc.), but each has its own 
shortcoming and peculiarities. None of the mentioned are precise enough, others have too broad meaning 
and would encompass other crimes (abuser, accused, child molester, child pornographer, child trafficker, 
convict, defendant, offender [transnational offender], person of interest, rapist, suspect), in addition some 
are offensive or at least not ethical (child molester, child pornographer, predator) and one is taken from the 
psychiatric area (paedophile).  
 
In order to prevent any misconceptions, it is important to clarify that not all child sexual offenders are 
paedophiles, although these two terms (Nellis, 2009) are often used interchangeably. Richards (2011) 
highlighted the importance to understand, however, that the two terms have different meanings; not all child 
sex offenders are paedophiles and conversely, not all paedophiles are child sex offenders.  
 
Kelly Richards in her article Misperceptions about child sex offenders (2011) addresses five different 
misconceptions, about the perpetrators of sexual offences against children. Specifically, the issues addressed 
include whether all child sex offenders are ‘paedophiles’, who sexually abuse children … rates of recidivism 
among child sex offenders and the number of children sex offenders typically abuse before they are detected 
by police (ibid.).  
 
For this occasion, we are using (and kept) her relevant and precise explanation as is (quote): 
 

“The Diagnostic and Statistical Manual IV (APA 1994: 572) uses the following criteria to diagnose 
paedophilia: 

3. What needs to be done from your perspective to prevent any kind of sexual abuse of children? If you can, please, 
focus a bit on boys? 
Matthew: Humanity needs to accept that this is happening. 50% of CSA is now peer on peer, so we need to completely 
change the culture within schools, to teach current and future generations of children and young people what consent is, 
and how to apply it in our daily lives. Schools focus more sexual education on girls, due to menstruation, but as much must 
be invested in educating boys in healthy behaviours.  
Many schools who attempt to broaden the scope of their sexual curriculum face hysterical media coverage and parental 
protests, insisting we must not expose our children to sex – yet as much of 30% of the children in every class in Europe 
are already silently suffering sexual abuse. If anyone at any point during the many years I was being abused, had entered 
my classroom, and explained what sexual abuse was, it would have changed my entire life.  
We must also change the culture of ‘what is acceptable conversation’ in every home, so that there is nothing that children 
are screed to talk to their parents about. The internet needs to be made safe for children; the EU online safety regulation 
would be a positive step in that direction.  
All governments must approach preventing CSA like the public health issue that it is, on the actual scale that it is occurring. 
Like COVID and HIV, there must be a blanket public awareness, with information posted in the toilets in every school and 
public building in the country.  
There needs to be vastly visible information on how people who are attracted to children can get confidential help to stop 
themselves offending, and there must be free access to that help in every town or major city in Europe. 



 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 33 of 158 
 

▪ Over a period of at least 6 months, [the person has had] recurrent, intense sexually arousing 
fantasies, sexual urges, or behaviours involving sexual activity with a prepubescent child or 
children (generally aged 13 years or younger); 

▪ The person has acted on these sexual urges, or the sexual urges or fantasies cause marked distress 
or interpersonal difficulty; and 

▪ The person is at least 16 years and at least 5 years older than the child or children in Criterion A. 
 
Revisions to the Diagnostic and Statistical Manual IV now recognises that experiencing distress about 
sexual urges, fantasies or behaviours should no longer be a required element of the diagnosis of a 
paedophile (Moulden et al. 2009). As Moulden et al. (2009: 681) argue, ‘given the egosyntonic nature of 
Pedophilia, [this criterion] is simply nonsensical’. That is, it is somewhat tautological to suggest that 
paedophilia can only be diagnosed if sexual interest in children causes the individual to become distressed, 
as a lack of distress about being sexually interested in children can characterise paedophilia. 
Although the Diagnostic and Statistical Manual IV has been criticised on a number of grounds (Moulden 
et al. 2009), the diagnostic criteria for paedophilia provide a helpful framework for understanding that 
not all child sex offenders are paedophiles and not all paedophiles are child sex offenders. As this suggests, 
paedophiles are those individuals who are sexually attracted to young children; these individuals may or 
may not act on this attraction. Conversely, while some child sex offenders are attracted to children, others 
may have sexual interest in and/or offend against both children and adults, and/or may act out of 
opportunity rather than an exclusive sexual interest in children. 
It should also be noted that the term ‘paedophile’ refers specifically to those attracted to prepubescent 
children. Those attracted to pubescent children are described in the literature as ‘hebephiles’ (see e.g. 
Blanchard & Barbaree 2005). As Bahroo (2003: 498) argues, however, it may be more accurate to consider 
these classifications ‘in terms of body type and build rather than in terms of age’. That is, child sex 
offenders who have a preference for a particular ‘age group’ are likely to be attracted to the typical body 
type of that age group rather than the age of the children per se (ibid.).” 

 
In the context of the GRACE project and of the expert work against sexual exploitation and abuse of children, 
the terms in general perspective that are used as appropriate and commonly accepted by many experts in 
the CSEA arena are:  
 
a) Child sex offender (CSO) – any person, regardless of age, gender, race, sexual orientation, sexual 

preferences or other personal circumstances that commits any kind of sexual abuse or sexual exploitation 
of a child.  
 

b) Transnational child sex offender (TCSO) – any child sex offender that travels or resides away from his 
home country or place of origin to other location, usually to other less or underdeveloped country to 
abuse his position or power in order to commit a sexual abuse of sexual exploitation of a (real) child. 
Occasionally a reader could come across with the term “travelling child sex offender” or “child sex 
tourist” that are practically abandoned by experts.  

 

3.7. Internet and CSEA 
 
The advent of the Internet has amplified the crime of child sexual exploitation and abuse, as the nature and 
extent of available connections among offenders and victims have rapidly developed. Through the Internet, 
offenders are increasingly able to reach children all over the world, subject them to sexual grooming, coercion, 
sexual extortion and LDCA (see above). With the use of technology, offenders can live steam or record and 
distribute the sexual abuse of children via the Internet to other like-minded offenders. Live streaming, also 
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known as live distant child abuse (LDCA) is strongly motivated by financial gain.   

 

 
Europol has identified8 those technological components playing a significant role in the perpetration of this 
type of crime, namely Peer2Peer networks, social media, messaging applications and the darknet. All these 
have an aggravating effect on victims, as they allow a wider distribution of CSAM9 among millions of 
offenders. In an international survey of survivors of child sexual exploitation 70% of victims referred to their 

 

8 See Europol threat assessments, e.g. IOCTA 2018, IOCTA 2019.  
9 Phoenix 11 Advocacy Statement, at https://protectchildren.ca/static/images/download-

buttons/C3P_Phoenix11_AdvocacyStatement_en.34cc8ca70611.jpg (accessed: 17/12/2020).  

4. What needs to be done from your perspective to effectively investigate and prosecute any kind of sexual abuse 
of children? If you can, please, focus a bit on girls? 
Patricia: It is very important that the child or adult she/he becomes does not have to declare multiple times and that the 
declaration is done in a place that feels safe and comforting. We feel unsafe; we feel we cannot trust anyone, and it is 
hard to open up in a cold environment. There needs to be empathy, but not pity.  
We need to have the conviction that we are believed and that we get the support we deserve. 
When we are telling our story, any question can feel like a threat, so get expert advice to know how to handle the situation. 
If we feel threatened or judged, we might withdraw and say that it is not true, then change the subject. Not being believed, 
feeling judged, or not being supported by someone you trust or who is supposed to defend you oftentimes it is more 
traumatizing than the abuse itself.  
With regards to girls, please never question what she is wearing, how she dances, talks, or any other aspect about her. 
We have seen enough that women’s “reputation” has weight on the sentences the offenders are given. This is totally 
unacceptable. There must be continuous education provided to police forces, prosecutors, lawyers, and judges. We are 
all part of patriarchy, whether we like it or not, and we need to be reminded of that. We do not want to have more “denim 
days”. I, as a victim, have been frozen or even collaborated with the abuser to make sure I would stay alive. When you 
experience abuse, your rational mind goes out of the window and you switch to survival mode, you will do whatever it 
takes to stay alive, and if that means pleasing the abuser, you will do it. So believe what the victim says; understand her 
confusion and her guilt, she was not guilty; she succeeded because she is alive.  
Contrary to what might seem rational, some survivors may develop a sex addiction, including violent types of sex. 
Please be aware that sexual abuse in many cases does not leave physical traces because a caress, a kiss, a look, or an 
exposition sure do not leave any marks. We cannot base on physical evidence the existence of abuse. I recommend 
expert psychological reports. 

4. What needs to be done from your perspective to effectively investigate and prosecute any kind of sexual abuse 
of children? If you can, please, focus a bit on boys? 
Matthew: I noticed, as I walked through every EU nation, that territories who promote homophobia (for religious or political 
reasons) were creating an additional wall of silence for the boys. Children who live in countries or communities that teach 
them the worst thing they can be is gay will never disclose that they have been touched sexually by someone of the same 
sex. By promoting and advancing LGBTQ+ rights, we actually encourage environments that are more conductive to healthy 
discussion of sexuality and sexual matters.  
Some insist that homosexuality promotes paedophilia, but in fact I have witnessed that the opposite is true. Homophobia 
incubated the silence of boys abused by men and allows CSA of boys to continue without any challenge.   
Every country should adopt the Barnahus model from Iceland.  
Tech companies must develop targeted technologies to identify report and remove CSAM.  
All police, social work and health service professionals must be ‘trauma competent’, not just ‘trauma informed’. All nations 
must abolish any statute of limitations on prosecuting CSA, to allow authorities to act on known offenders who allegations 
have passed the current deadline.  
All governments and authorities should engage with local survivors who can sensitively advise on improvements to theirs 
policy and practices. 

https://protectchildren.ca/static/images/download-buttons/C3P_Phoenix11_AdvocacyStatement_en.34cc8ca70611.jpg
https://protectchildren.ca/static/images/download-buttons/C3P_Phoenix11_AdvocacyStatement_en.34cc8ca70611.jpg
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persistent concern10 that they will be recognised in public because of their involuntary participation in the 
CSAM in circulation.   

 
On the other hand, by using the Internet, suspects can victimise more children and take advantage of their 
vulnerability. Online grooming is particularly concerning; as a lot of information on potentially vulnerable 
children is accessible on the Internet allowing offenders to socially engineer their approaches. Offenders use 
technology to communicate with each other. Communities of child sexual offenders have been found on the 
clearnet as well as on the darknet. These criminals take advantage of encrypted environments, where they 
feel anonymous and unaccountable for what they do.  
 

 

10 Canadian Centre for Child Protection, International Survivor’s Survey, at https://protectchildren.ca/en/resources-research/survivors-

survey-results/ (accessed: 17/12/2020). 

5. What is your message for policy-makers, lawmakers and to those who need to act to protect children from 
sexual abuse and exploitation? 
Patricia: As stated in the document, it is key to make policies that take into account children, victims, and survivors’ 
perspectives. I would recommend that all who need to act to protect children get in forums and discussions. Not only 
once but several times a year so as not to lose perspective. 
To this day, I have seen more campaigns and mentions in news to protect children from sunburns in summer than 
to protect them from sexual abuse. It is ironic when one out of five are abused before they become 18. Why are there 
no massive worldwide campaigns to prevent CSA? 
If we are serious about ending child sexual violence, I would like to propose an International Court for Child Protection 
and national child protection ministries in each member state to define a strategy to prevent and detect abuse. These 
institutions should operate for at least twenty years until it has impacted one generation. Then next steps could be 
decided. The International Court is always an option for victims when a member state refuses to execute a ministry. 
Here are some ideas for potential national ministries missions: 
● Massive campaigns nationwide to raise awareness to prevent child abuse. 
● Produce prevention content and have it available for free to all citizens. 
● Provide emotional, sexual education and prevention methods in schools. 
● Provide emotional, sexual education and prevention methods to parents. 
● Provide emotional, sexual education and prevention methods to all who work with children. 
● Provide continued psychological support and other therapies to victims and families even when the offender is 
declared not guilty or the survivor and family are not ready to press charges. 
● Provide tech literacy to schools and parents. 
● Involve the private sector and engage them in prevention. Provide them with guidelines for them to produce age-
appropriate prevention manuals. For instance, diaper manufacturers would produce a guide about consent from 0-3 
years old. Video game manufacturers would produce sex education for teens. All sectors that sell their products to 
children would produce their own content for their customers based on ministry guidelines.  
● Manufacturers would get a ministry certificate, for instance, “We care” and accumulate up to three stars, depending 
on how much they invest in prevention. This would make prevention profitable for companies; it would help attract 
consumers and build trust in their brand. 
● Create child sexual abuse prevention studies and specializations in high school, vocational studies, colleges, and 
universities.  
● Provide care centres for survivors and their families.  
● Train specialised police forces, healthcare workers, teachers and social workers. 
● Prosecute offenders. 
● Provide support for people addicted to porn. 
● Provide suicide prevention. 
I have concentrated on the key CSA issues, but I believe that this ministry should also be responsible to prevent any 
kind of child abuse from emotional to physical, including bullying and cyberbullying. 

https://protectchildren.ca/en/resources-research/survivors-survey-results/
https://protectchildren.ca/en/resources-research/survivors-survey-results/
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During COVID-19 restrictions all societies, businesses, public sector and individuals have had to adapt quickly 
to so-called new reality, which meant to adapt new video conferencing technologies, if one wanted to 
“survive” in completely changed, digitalised society. After February 2021 every society adapted the new 
reality of now-called “hybrid” life style. Before pandemic, it was almost impossible to consider teleworking 
from home or abroad, since vast majority of employed people had to come to their offices and perform their 
tasks there, concentrated in the working environment. Now, more and more employers encourage their 
employees to telework, lawmakers are following these ideas with changes in the legal framework. This is just 
one significant change in mind-sets and human behaviour. Of course, there are numerous other implications 
outside of the project’s scope, which are not addressed in this paper. On the other hand, it a fact that children 
and young people were and consequently still are inappropriately much more present in the online 
environment due to the changes in humankind’s response to the pandemic situation, e.g. home schooling, 
increased use of electronic devices, the expansion of the wide range of online content, children being alone 
and available to anyone in this space. Unfortunately, this constant presence of children online has been 
exploited by criminals and people with sexual preferences towards children, meaning that crimes against 
children were committed.  

 

3.8. Crossovers between CSEA and trafficking in human beings?   
 
It was already clarified that proper understanding of the terminology related to sexual exploitation of 
children is of significant importance (Frangež et al., 2015), and this is increasingly evident when it comes to 
borderline examples, such as trafficking in human beings. Perhaps, to be more precise: child trafficking.  
 
The crime of child sexual abuse (CSA) refers to the sexual abuse or exploitation11 of a child, a person below 
the age of 18, including the production and online sharing of images of such abuse. Offenders taking 
advantage of their power and/or influence over the child abuse their privileged position, status, and/or 
relationship, in order to coerce and exploit them to fulfil the offender’s own sexual and less frequently 
financial needs. This crime has severe consequences for the victims and their ability to overcome the 
traumatic experience/s, and often have adverse effects throughout their life as adults12. Sexual abuse or 
sexual exploitation of a child can take several forms; some were explained above. 
 
Crossovers between CSEA and trafficking in human beings (THB) for sexual exploitation are seen mostly in 
the abusive acts committed against victims. Perpetrators or traffickers lure, trick, force or induce victims into 
sexual activity against their consent (e.g. prostitution, escorting, and adverts). In many occasions victims are 
not even aware that they have already been exploited (trafficked), e.g. when they respond to a job offer 
abroad with promising income, or when they believe they are in an honestly established romantic 
relationship (with ‘lover boys’). While THB usually entails the transport or relocation of victims from one 
location to another for financial gain from their exploitation, the main goal of offenders in CSEA is usually to 

 

11 Production of child sexual abuse material involves the actual sexual abuse of a child (CSAM) while distribution of CSAM is usually 

considered as child sexual exploitation (taken from Terminology guidelines for the protection of children from sexual exploitation and 

sexual abuse).    
12 Canadian Centre for Child Protection, ibid. no. 9. 

5. What is your message for policy-makers, lawmakers and to those who need to act to protect children from sexual 
abuse and exploitation? 
Matthew: Be brave, take bolder action, do not let the protection of children remain political.  
  
6. Would you like to add anything else? 
Matthew: It always seems impossible until it’s done. 
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satisfy their sexual desires, and to a lesser extent for financial gain. Furthermore, conventional organised 
criminal groups frequently commit so-called “child trafficking”, while CSEA is often committed by lone 
offenders or online organised criminal groups.  
 
Nowadays, the thin line between THB and CSEA is even more blurred as victims do not need to be relocated 
any more. Victims are (sexually) exploited for instance via video conferencing applications. 
 
The difficulty in understanding both concepts is most often attributed to the geographical use of a certain 
term – ‘child trafficking’ is often used in US and Asia in relation to CSEA, while in Europe CSEA is more firmly 
used in connection with the technological aspects of the crime. In recent times this has been even more 
emphasised in connection with the live streaming of child sexual abuse and exploitation. It has been called 
“digital or virtual trafficking” since the victim is being abused by those who are paying for it and are at a 
distance from the victim. However, the GRACE project asserts that this interpretation of what is essentially a 
sexual crime against a child that is enabled through the internet, without that child being moved anywhere, 
stretches the definition of human trafficking as it is understood in Europe.  It also potentially diverts attention 
and resources that would otherwise be deployed in harnessing the existing knowledge and expertise to 
counter CSEA. 
 
However, it is very clear that both CSEA and THB represent a significant violation of ethical, moral, social 
norms and legal provisions, and the human rights of every victim. 

 

3.9. Other terminology 
 
Additional help in understanding the relevant terminology and semiotics in this crime area is the Terminology 
guidelines for the protection of children from sexual exploitation and sexual abuse (also known as 
Luxembourg Guidelines), released in 2016.13  
 
These guidelines can be used as a tool to enhance the protection of children against sexual violence. 
 
 
 

 

13 Due to numerous new terms used in CSE crime field and in the area of child protection, it is expected the updated version of 

Luxembourg guidelines to be released in 2024. Main author of this deliverable is a member of this re-established interagency working 

group for its revision. 

6. Would you like to add anything else? 
Patricia:  
● Child marriage should be eradicated and also renamed, as it is an undercover for legalised CSA. There are too many 
countries where it is still legal, including some states in the USA. 
● Sharenting should be regulated. There are too many TikTok and IG accounts supposedly managed by parents and for 
educational purposes who overexpose children and even provide locations where they can be found. When you visit accounts, 
where underage girls are dancing or doing yoga poses you can clearly find comments from paedophiles.  
● Beauty contests that hypersexualises girls should also be regulated or banned.  
● Vocabulary lists and icons used by groomers and sex offenders should be made public, as well as secret codes to 
communicate between groomers and children. Some examples are: cheese pizza, man-love-boys signs, woman-love-girls 
signs, and POS (parent over shoulder), KPC (keep parents clueless) and others. 
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4. The background of CSEM/CSAM trends 
 
Chapter presents trends through the lens of real (child sexual abuse) stories, which were campaigned in major 
prevention and awareness activity, and through statistical indicators and facts from various sources. 
 

4.1. Anna and George14 – Their stories the day after 
 
In 2017, Anna, who was 13 and George, who was 17 at that time, had undergone a serious attack on their 
intimacy and privacy. They never met, but they have one thing in common – they were victims of a sexual 
crime. This is based on real cases, and Europol delivered the prevention and awareness raising campaign Say 
NO! against sexual coercion and extortion of children online (see Figure 2).  
 

 
Figure 2: Europol’s “Say NO! Online sexual coercion and extortion of children” prevention and awareness 

campaign 
 
Anna (see Figure 3, left) was sexually coerced and extorted by someone who lied about his personality (about 
age, hobbies etc.) and just before the violence occurred he tricked her with grooming tactics to send him her 
intimate, and quite explicit pictures. Yes, she became a victim of this crime and after she sent her pictures 
out via mobile phone, she had no control over them anymore. Anna’s nightmare began with demands for 
more and more of her self-generated explicit pictures. She was trapped, forced to send pictures, lost control 
of her life, fell into depression and she was unable to speak with anyone about her misery for quite a long 
time. Later, after her mum realised her abruptly altered behaviour, and discussed it with her, Anna confided 
in her slowly and in tears about her insurmountable problem, how she got an online friendship invitation and 
everything that followed. Her mother was fortunately aware of what to do and both have found the 
necessary help.  
 
George’s story (see Figure 3, right) is slightly different. During the online gaming, he was a saviour of another 
player from a sudden death. The player thanked and contacted George by offering new friendship, or even 
more, if he was willing to show his, and the player, presenting herself as a young woman, would have shown 
hers – intimate body parts. He was tricked and could not believe this was really happening. He believed that 
the girl was right for him and showed her via video chat his young body – naked. He was lured into this act, 
and the young woman was not who she claimed to be. “She” demanded money in return for not posting his 
pictures. George’s nightmare began at this point; he had been scared to death and paid the ransom. The 
extortionist did not want to stop, he paid more and more and more … His friends got worried since he was 
no longer that pleasant and happy friend who was always ready to help others. George became a tired, 
irritable person, and sometimes he missed classes. At one occasion, two friends visited him and insisted to 

 

14 Anna and George are the main characters in the Europol’s very successful and on-going prevention and awareness raising campaign 

“Say No! Online sexual coercion and extortion of children”, launched on 19 June 2017. Anna’s and George’s stories are presented in 

first three paragraphs. The complete video is available here: https://youtu.be/5ttHYODhenY; and about campaign here: 

https://www.europol.europa.eu/activities-services/public-awareness-and-prevention-guides/online-sexual-coercion-and-extortion-

crime (accessed: 28/09/2020). 

https://youtu.be/5ttHYODhenY
https://www.europol.europa.eu/activities-services/public-awareness-and-prevention-guides/online-sexual-coercion-and-extortion-crime
https://www.europol.europa.eu/activities-services/public-awareness-and-prevention-guides/online-sexual-coercion-and-extortion-crime
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talk with him. He finally relented and told them about the gaming and the girl, who was anything but a real 
girl. Together, shoulder to shoulder, they reported the act to investigators. 
 

Figure 3: Anna’s story (left) about sexual gain and George’s story (right) about financial gain, extracts taken 
from the Europol’s “Say NO! Campaign” comics 

 
Both Anna and George were afraid that their pictures would come to light, spread wildly on the Internet and 
perhaps seen by their peers, family or strangers. Even when they would grow up and look for a good job, 
becoming parents with children on their own. Unfortunately, they both know today that they will have to 
live with this until the end of their days.  
 
Anna and George are not victims anymore. They are survivors. They became stronger as they have the 
support of their families and friends. Nowadays, they share15 their stories and experiences among younger 
generations and their parents, teachers, councillors and other professionals, when presenting the internet 
safety. They say that many children are keen on technical novelties and unknowingly testing the boundaries, 
but they do not have enough skills and knowledge on internet safety. They also speak about other online 
safety issues, such as protecting own privacy, personal data, about assistance and needs of victims of 
different ages and individual characteristics, about dissemination of child sexual abuse materials online and 
their removals from Internet, trends and threats. They bring to the table the questions what could Internet 
industry, information and technology companies, innovations contribute for the protection of children 
online, about hotlines and helplines, about possibilities of law enforcement and criminal justice, policy-
makers, health and social-welfare centres, child advocacy offices and others.  
 
Finally, in last few years they believe that there should be more emphasis on AI-G-CSAM16 and deep fakes, 
deep worlds, like meta-verse, or other-verses17. They are concerned that there is an increased flood with self-
produced sexually explicit pictures and videos (nudes, naked-selfies) of young people, both teenagers and 
younger children. They wish to run side by side a new awareness and prevention campaign, something like 
“Say NO! to self-produced sexually explicit pictures and videos” in order to keep intimacy and privacy of 
children and youth safe.  
 

4.2. Current statistical indicators and facts 
 
Some of the current statistical indicators and facts are presented in this section. In principle, they are 
presented from the general to specific, from wider to narrower view in order to highlight the scale of 

 

15 The rest of the text is a continuation of their story in 2020/2021 as a sort of personalised reflection for stakeholders in order to have 

better picture on the emerging online trends and as a trigger for future developments in the area of sexual exploitation of children. 
16 AI-G-CSAM stands for artificial intelligence generated child sexual abuse material. 
17 This term was coined by AT Klančnik as he believes that the term meta-verse that is widely used, is actually consisted with the name 

of private enterprise Meta (formerly known as Facebook) and presents only one type of “verses”, designed by this company. “Other-

verses” could be easily understood as all other forms of “verses”, including “meta-verse.” 
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contemporary Internet-related technology (e.g. internet penetration, use of mobile devices). Indicators and 
facts are shown in terms of the technology usage, and in the light of victimisation and criminogenic 
circumstances with slight focus for the occurrence of deviant behaviour of offenders (ESP reporting, criminal 
trends). This will provide to stakeholders the basis in understanding the scope of the problem, and present 
them the significant importance of the technological solutions in addressing online CSEM. 
 

4.2.1 Internet penetration and usage   
 
In 2015, CISCO has published a white paper,18 in which it is estimated that in 10 years the use of “smart 
objects”19 will increase quickly leading to a number of 25 “smart objects” per person in 2020. Later, CISCO 
released another report,20 which confirmed these numbers and, actually, it is possible to state that the inferred 
data of the 2014 report were at least underestimated. These numbers, in the current year of the pandemic 
raised furthermore thinner line between the physical and digital world.  
 
In the previous report under deliverable D10.6, we observed the following trends: Internet penetration21 in 
the world has stood at 62 % with almost 4.8 billion internet users (est. population: slightly less than eight 
billion inhabitants). In other world’s regions such as (see also Figure 4): 
- Europe has stood at 87.2 % with almost 723 million Europeans as internet users (est. population: almost 

835 million inhabitants), 
- Africa has stood at 42.2 % with approx. 566 million Africans as internet users (est. population: almost 1.341 

million inhabitants), 
- Asia has stood at 58.8 % with approx. 2.525 million Asians as internet users (est. population: almost 4.295 

million inhabitants), 
- Latin America and Caribbean has stood at 71.5 % with almost 468 million internet users (est. population: 

almost 654 million inhabitants),  
- Middle East has stood at 70.8 % with approx. 185 million internet users (est. population: almost 261 million 

inhabitants), 
- North America has stood at 90.3 % with approx. 333 million internet users (est. population: almost 369 

million inhabitants) and  
- Oceania and Australia has stood at 67.7 % with almost 29 million internet users (est. population: almost 43 

million inhabitants).22 
 

 

18 CISCO (2015). The Zettabyte Era: Trends and Analysis, white paper. Released: May 2015. Available at: 

https://files.ifi.uzh.ch/hilty/t/Literature_by_RQs/RQ%20102/2015_Cisco_Zettabyte_Era.pdf (accessed: 14/10/2020). 
19 Internet also falls into this group of smart objects. 
20 CISCO, (2019). Cisco Annual Internet Report (2018–2023) White Paper, released 9 March 2020. Available at: 

https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-paper-c11-741490.html 

(accessed: 14/10/2020). 
21 Penetration rates are based on estimated figures of population and internet users. Source for figures: Miniwatts Marketing Group, 

2020. Data collected and indicated as of 30 June 2020. Available at: https://www.internetworldstats.com/stats4.htm (accessed: 

3/10/2020). 
22 Ibid., footnote no. 6. 

https://files.ifi.uzh.ch/hilty/t/Literature_by_RQs/RQ%20102/2015_Cisco_Zettabyte_Era.pdf
https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-paper-c11-741490.html
https://www.internetworldstats.com/stats4.htm
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Figure 4: Graphic view of the data related to internet penetration and its usage per million of inhabitants 
(Designed according to data from Miniwatts Marketing Group, 2020) 

 
According to new statistical data,23 we learned about the general increased rates or figures on all three 
subject matters: internet penetration, internet users and population.  
 
Europe: Internet penetration in Europe currently stands at 89.2% with almost 747 million internet users 
(estimated current population: almost 837 million inhabitants). To compare with previous results, the 
internet penetration in Europe increased by 2%, the number of internet users has also increased by 
approximately 24 million or by 3.32%, and the estimated population has increased by almost 2 million or by 
0.24%. 
 
Africa: Internet penetration in Africa currently stands at 43.2% with almost 602 million internet users 
(estimated current population: almost 1.395 billion inhabitants). To compare with previous results, the 
internet penetration in Africa increased by 1%, the number of internet users has also increased by approx. 
36.9 million or by 6.53%, and the estimated population has increased by almost 53 million or by 3.95%. 
 
Asia: Internet penetration in Asia currently stands at 67.0% with almost 2.917 million internet users 
(estimated current population: almost 4.352 billion inhabitants). To compare with previous results, the 
internet penetration in Asia increased by 8.2%, the number of internet users has also increased by approx. 
391.9 million or by 15.54%, and the estimated population has increased by approx. 176 million or by 2.06%. 
 
Latin America and Caribbean: Internet penetration in Latin America and the Caribbean currently stands at 
80.5% with almost 535 million internet users (estimated current population: almost 664 million inhabitants). 
To compare with previous results, the internet penetration in Latin America and the Caribbean increased by 
9%, the number of internet users has also increased by approx. 67 million or by 14.21%, and the estimated 
population has increased by almost 10 million or by 1.52%. 
 

 

23 See table World Internet Usage and Population Statistics 2023 Year Estimates, at https://www.internetworldstats.com/stats.htm 

(retrieved on 09/09/2023). 
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North America: Internet penetration in North America currently stands at 93.4% with almost 348 million 
internet users (estimated current population: almost 373 million inhabitants). To compare with previous 
results, the internet penetration in North America increased by 3.1%, the number of internet users has also 
increased by approx. 14.9 million or by 4.47%, and the estimated population has increased by almost 4 million 
or by 1.05%. 
 
Middle East: Internet penetration in the Middle East currently stands at 77.1% with almost 207 million 
internet users (estimated current population: almost 268 million inhabitants). To compare with previous 
results, the internet penetration in the Middle East increased by 6.3%, the number of internet users has also 
increased by approx. 21.8 million or by 11.77%, and the estimated population has increased by almost 7 
million or by 2.68%. 
 
Oceania and Australia: Internet penetration in Oceania and Australia currently stands at 70.1% with almost 
30.5 million internet users (estimated current population: almost 43.6 million inhabitants). To compare with 
previous results, the internet penetration in Oceania and Australia increased by 2.4%, the number of internet 
users has also increased by approx. 603,000 or by 1.97%, and the estimated population has increased by 
almost 3 million or by 6.91%. 
 
World: Internet penetration in the world currently stands at 67.9% with almost 5.386 billion internet users 
(estimated current population: almost 7.933 billion inhabitants). To compare with previous results, the 
internet penetration in the world decreased by 5.57%, the number of internet users has also increased by 
approx. 586 million or by 12.20%, and the estimated population has increased by almost 6.21 million or by 
0.08%. 
 
With the above presented figures from the previous report under the deliverable D10.6, the world’s regions 
were ranked as following:   
1. North America: Internet use has ranged from 78.9 to 98.4 % among its countries, while in the period of 

2000-2020 the internet usage growth increased by 208 %.  
2. Europe: Internet use has ranged from 60.1 to 99 % among its countries, while in the period of 2000-2020 

the internet usage growth increased by 592 %. 
3. Latin America and Caribbean: Internet use has ranged from 17.8 to 99.2 % among its countries, while in 

the period of 2000-2020 the internet usage growth increased by 2.489 %. 
4. Middle East: Internet use has ranged from 26.5 to 99.6 % among its countries, while in the period of 

2000-2020 the internet usage growth increased by 5.527 %. 
5. Oceania and Australia: Internet use has ranged from 11.2 to 91.2 % among its countries, while in the 

period of 2000-2020 the internet usage growth increased by 279 %. 
6. Asia: Internet use has ranged from 18.8 to 96 % among its countries, while in the period of 2000-2020 

the internet usage growth increased by 2.109 %. 
7. Africa: Internet use has ranged from 4.7 to 87.2 % among its countries, while in the period of 2000-2020 

the internet usage growth increased by 12.441 %.24 
 
The whole world would rank just before Asia according to the figures above, while the internet usage growth 
increased by 1.239 % in the period of 2000-2020.25  
 

 

24 Ibid., footnote no. 6. 
25 Ibid., footnote no. 6. 
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Figure 5: The internet usage growth in charts 

(Designed according to data from Miniwatts Marketing Group, 2020) 
 

Figure 5 shows that Internet use has increased rapidly over the last 20 years, especially in geographical areas 
where the Internet has gradually emerged since 2000. This is particularly noticeable in Africa, the Middle East 
and Latin America and the Caribbean, which demonstrate the highest growth rates.  
 
But the statistical data26 have been changed upon new observations and therefore the internet usage 
landscape has grown. The periods observed range from 2000-2023 and it is possible to highlight the 
differences during the GRACE project cycle of 3 years. Therefore:  
 
1. North America: Internet usage in the period of 2000-2023 growth increased by 222 %, while in the last 3 

years it increased by 14 percentage points.  
2. Europe: Internet usage in the period of 2000-2023 growth increased by 611 %, while in the last 3 years 

it increased by 19 percentage points. 
3. Latin America and Caribbean: Internet usage in the period of 2000-2023 growth increased by 2.858 %, 

while in the last 3 years it increased by 369 percentage points. 
4. Middle East: Internet usage in the period of 2000-2023 growth increased by 6.194 %, while in the last 3 

years increased by 667 percentage points. 
5. Oceania and Australia: Internet usage in the period of 2000-2023 growth increased by 301 %, while in 

the last 3 years increased by 22 percentage points. 
6. Asia: Internet usage in the period of 2000-2023 growth increased by 2.452 %, while in the last 3 years 

increased by 343 percentage points.  
7. Africa: Internet usage in the period of 2000-2023 growth increased by 13.233%, while in the last 3 years 

increased by 792 percentage points. 
 
The highest jump in the last three years can be attributed to the Africa, followed by Middle East and then 
Latin America and Caribbean in third place. Overall increase in the observed 13 years would not change the 
cards; Africa, Middle East and Latin America and Caribbean. Asian internet usage rate should be mentioned, 
as it is much huger in comparison to the remaining three: North America, Europe, and Oceania and Australia. 

 

26 See table World Internet Usage and Population Statistics 2023 Year Estimates, at https://www.internetworldstats.com/stats.htm 

(retrieved on 09/09/2023). 
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The whole world would rank just behind the Asia according to the new figures above per internet usage 
growth that has increased by 1.392 % in the period of 2000-2023 and by 153 % in the last three years.  
 
In very general overview, the increased number of internet users means that there are approx. 0.557 billion 
new internet users.  
 
On the other hand, data on the growth of Internet use, especially for Europe and North America, should not 
be ignored. In fact, there is still growth, which is significantly lower than in the aforementioned areas. This 
trend can be attributed to the already existing stage of development of the Internet usage in the daily lives 
of people, living in these environments, while e.g. Africa, the Middle East, etc. they still have to reach this 
level.  
 
Although Internet technology has had from the beginning of its development in the 90s (for general use, of 
course) and especially, in the last 10 or 15 years, technological development has been quite sharp and 
plentiful of novelties. Many technological solutions and innovations have entered people's daily lives more 
quickly due to user-friendly features, often through smart object applications and the use of artificial 
intelligence possibilities, or data driven solutions. After all, the COVID-19 pandemic significantly contributed 
to the worldwide increased use of the Internet in related technologies, e.g. video-conferencing or the way 
humans interact. Societies, businesses, schools, institutions simply just had to adapt to the so-called “new-
reality”. 
 
At the same time, we stressed in the previous deliverable D10.6 our prediction, which happened to be true. 
We said that it should be emphasised that this growth would not stop at this point, regardless of the 
geographical region and that the humanity would always want more, more efficient and not only better, but 
the best possible and achievable, according to its nature. This remains valid also in the future as well. 
 

4.2.2 Young people, mobile phones and social media 
 
The number of smartphone users worldwide today surpasses three billion and is forecast to further grow by 
several hundred million in the next few years.27  
 
According to Livingstone (2020),28 in 2000, there were 100 million online users in developing world, while in 
2015 there were two billion online users in developing world. In addition, nowadays one in 3 internet users 
is under 18 years of age (children) (ibid.).  
 
Worldwide, there were 3.8 billion social media users in January 2020, with this number increasing by more 
than 9 percent (321 million new users) since that time year earlier. Globally, more than 5.19 billion people 
have been using mobile phones, with user numbers up by 124 million (2.4 %) over the past year (2019).29  
 
In 2019, 94 % of young people (aged 16-29) in the EU-27 made daily use of the internet, compared with 77 
% for the whole population. In the same year, 92 % of young people used mobile phones to access the 
internet away from home or work, compared with 52 % who used a portable computer in this way.30 
 

 

27 O'Dea, S. (2020), Smartphone users worldwide 2016-2021, https://www.statista.com/statistics/330695/number-of-smartphone-

users-worldwide/ (accessed: 09/10/2020). 
28 Dr Sonia Livingston spoken at the UN75 Dialogue - Children's Rights in the Digital Age, on 25/11/2020. 
29 Kemp, S. (2020). Digital 2020: Global Digital Overview, released 30/01/2020, https://datareportal.com/reports/digital-2020-global-

digital-overview (accessed: 09/10/2020). 
30 Eurostat (2020). Being young in Europe today - digital world, released: July 2020. Available at: 

https://ec.europa.eu/eurostat/statistics-explained/index.php/Being_young_in_Europe_today_-_digital_world (accessed: 09/10/2020). 

https://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
https://www.statista.com/statistics/330695/number-of-smartphone-users-worldwide/
https://datareportal.com/reports/digital-2020-global-digital-overview
https://datareportal.com/reports/digital-2020-global-digital-overview
https://ec.europa.eu/eurostat/statistics-explained/index.php/Being_young_in_Europe_today_-_digital_world


 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 45 of 158 
 

In the context of education under social rights, 2.5 million children in EU went online for e-learning in 2020.31 
This figure is likely to have increased considerably during the Covid-19 pandemic. Considering due to 
inequality some were not able [to] afford32 this commodity, the numbers could potentially be higher. 
 
Considerations and reflections on the use of digital means and the behaviour of young people should lead to 
the point of, among other things, ability to imagine the serious challenges of law enforcement agencies33 in 
preventing and investigating the digital crime and ensuring the general safety of people, property, critical 
infrastructure and privacy in the widest aspect. It means also to be aware of urgency to find a way to face 
and overcome the “Era of Zettabytes”, as expressed by the CISCO in its reports. 
 
In the last two or three years, or even better, after the release of the deliverable D10.6 as previous version 
of this report, data demonstrate new figures.  
 
Worldwide, there were 4.88 billion social media users in July 2023, with this number increasing by 3.7 % (173 
million new users) since that time year earlier. Globally, more than 5.56 billion people have been using mobile 
phones, while mobile phone adoption increased by 2.7 % over the past year, that is almost 150 million new 
users.34 
 
In 2022, 96 % of young people (aged 16-29) in the EU-27 made daily use of the internet, compared with 84 
% for the whole population. In all EU Member States, the EFTA countries and the EU candidate countries the 
share of the young people using the internet daily was between 94 % and 100 %. The year 2022 participation 
in social networks was the most widespread among young people. Creating a user profile and posting 
messages or other activity was common practice for at least 70 % of youth (in France), and up to 98 % (in 
Ireland) and averaging 84 % for the EU as a whole. In 18 of the EU MS, at least 9 out of 10 young people used 
social networking sites, while a further 6 EU MS reported that 80-89 % of young people participated in these 
kind of networking activities. For illustration, the participation of the adult population ranged between 44 % 
(in France) to 85 % (in Denmark).35 
 
The fact is that one in three internet users is a person under the 18 years of age. 
 
One point will always be visible; it is about the need to rethink by policy-makers, industry and public 
authorities and embark on their path to improve working processes. By doing so, they will be able to help 
themselves finding new rules of cyber hygiene, which they will be able to pass onto all users with special 
regard to young people. Innovations, used by ‘big players’ or public authorities, which have relevant or 
significant impact to respecting human rights and society’s behaviour, should also follow a wider social 
consensus. It is worth to invest in children, in their digital knowledge, skills and safety. 
 
 

 

31 Mr. Nicolas Schmit, European Commissioner for Jobs and Social Rights has spoken about figures, education, social rights, and 

inequality to afford e-learning commodity on 01/10/2020, at 13th European Forum on the rights of the child (EU Child Forum 2020), 

under topic The Child Guarantee - breaking the cycle of disadvantage. More available here: https://ec.europa.eu/info/events/13th-

european-forum-rights-child-towards-eu-strategy-rights-child-2020-sep-29_en (accessed: 09/10/2020). 
32 Text in italic spoken by Mr. Schmit. See previous. 
33 We highlight only Law enforcement agencies since the focus of the project is on them. In any case, each individual can contribute 

to personal and general security in society, or a high level of sense of security. 
34 Kemp, S. (2023). Digital 2023 Global Statshot Report, released 20/07/2023, https://datareportal.com/reports/digital-2023-july-

global-statshot (accessed: 09/09/2023). 
35 Eurostat (2023). Being young in Europe today - digital world, released: June 2023. Available at: 

https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Being_young_in_Europe_today_-_digital_world (accessed: 

09/10/2020). 

https://ec.europa.eu/info/events/13th-european-forum-rights-child-towards-eu-strategy-rights-child-2020-sep-29_en
https://ec.europa.eu/info/events/13th-european-forum-rights-child-towards-eu-strategy-rights-child-2020-sep-29_en
https://datareportal.com/reports/digital-2023-july-global-statshot
https://datareportal.com/reports/digital-2023-july-global-statshot
https://ec.europa.eu/eurostat/statistics-explained/index.php?title=Being_young_in_Europe_today_-_digital_world
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4.2.3 Electronic service providers (ESP) and public reporting  
 
The U.S.-based non-profit the National Center for Missing & Exploited Children (NCMEC) said it had recorded 
a 106% increase in CyberTipline reports of suspected child sexual exploitation—rising from 983,734 reports 
in March 2019 to 2,027,520 in the same month this year.36 NCMEC has received 4.2 million reports in April 
at the height of the first European COVID-19 lockdowns in 2020. That is up 2 million from March 2020 and 
nearly 3 million from April 2019.37  
 
In 2018, NCMEC received over 18.4 million reports through their CyberTipline and 84 million files of 
suspected child sexual abuse imagery for review.38 In 2019, the CyberTipline received 16.9 million reports, 
which included 69.1 million of suspected CSAM files (27.788.328 images, 41.280.816 videos and 89,053 other 
files related to child sexual exploitation).39  
 
In 2019 CyberTipline reports related to European countries40 were 1.247.737 reports varying between seven 
and 222.881 reports, on average 25.994 reports per country.41 Narrowing down to EU countries only, figures 
for 2018 show 757,162 CyberTipline reports with 2.3 million suspected CSAM files. The 2019 figures show 
725,232 CyberTipline reports (approx. - 4 %), but with an increase of almost 35% to 3.1 million suspicious 
files for CSAM.42 
 
In 2020, the NCMEC’s CyberTipline received more than 21.7 million reports, which were mostly about the 
online sexual exploitation of children, including child sexual abuse material, trafficking of children for sexual 
purposes, and online enticement. The majority of these reports, approx. 21.4 million, were from electronic 
service providers (ESPs) that reported instances of apparent CSAM that they became aware of on their 
systems.43 
 
In 2021, the NCMEC’s CyberTipline received more than 29.3 million reports, which were of the same nature 
as previous year. Those reports included almost 85 million of suspected CSAM files (39.9 images, including 
16.9 unique image files, and 44.8 videos, including 5.1 million unique video files related to child sexual 
exploitation). The majority of these reports, approx. 29.1 million, were from ESPs that reported instances of 
apparent CSAM on their systems.44  
 
In 2022, the NCMEC’s CyberTipline received more than 32 million reports of suspected child sexual 
exploitation. Over 99.5% of the reports received by the CyberTipline in 2022 regarded incidents of suspected 

 

36 Brewster, T. (2020a). Child Exploitation Complaints Rise 106% To Hit 2 Million In Just One Month: Is COVID-19 To Blame? Forbes, 

released 24 April 2020, Available at: https://www.forbes.com/sites/thomasbrewster/2020/04/24/child-exploitation-complaints-rise-

106-to-hit-2-million-in-just-one-month-is-covid-19-to-blame/#f054324c9cc1 (accessed: 05/10/2020). 
37 Brewster, T (2020b). Online Child Abuse Complaints Surpass 4 Million In April. This Is How Cops Are Coping Despite COVID-

19. Forbes, released: 9 May 2020. Available at: https://www.forbes.com/sites/thomasbrewster/2020/05/09/online-child-abuse-

complaints-surpass-4-million-in-april-this-is-how-cops-are-coping-despite-covid-19/ (accessed: 05/10/2020). 
38 US NCMEC, available at: https://www.missingkids.org/footer/about/annual-report (accessed: 02/12/2020). 
39 US NCMEC, available at: https://www.missingkids.org/gethelpnow/cybertipline (accessed: 05/10/2020). 
40 All together are 48 countries and territories: Albania, Andorra, Armenia, Austria, Azerbaijan, Belgium, Bosnia and Herzegovina, 

Bulgaria, Croatia, Cyprus, Czech Republic, Denmark (with Greenland), Estonia, Finland, France, Georgia, Germany, Greece, Hungary, 

Iceland, Ireland, Italy, Kosovo, Latvia, Liechtenstein, Lithuania, Luxembourg, Macedonia, Malta, Moldova, Monaco, Montenegro, 

Netherlands, Norway, Poland, Portugal, Romania, Russia, San Marino, Serbia, Slovakia, Slovenia, Spain, Sweden, Switzerland, 

Turkey, Ukraine, and United Kingdom. The territories included were also Greenland (figures summed with Denmark) and Kosovo 

(this designation is without prejudice to positions on status, and is in line with UNSCR 1244/1999 and the ICJ Opinion on the Kosovo 

declaration of independence). 
41 See no. 18.  
42 Intergroup expert meeting “EU legislation on the fight against child sex abuse online”, 15 October 2020, US NCMEC presentation. 

Available at: https://youtu.be/adY_uWfs90E (accessed: 15/10/2020) 
43 US NCMEC, available at: https://www.missingkids.org/CyberTiplineData#archives (accessed: 09/09/2023). 
44 Ibid. 

https://www.forbes.com/sites/thomasbrewster/2020/04/24/child-exploitation-complaints-rise-106-to-hit-2-million-in-just-one-month-is-covid-19-to-blame/#f054324c9cc1
https://www.forbes.com/sites/thomasbrewster/2020/04/24/child-exploitation-complaints-rise-106-to-hit-2-million-in-just-one-month-is-covid-19-to-blame/#f054324c9cc1
https://www.forbes.com/sites/thomasbrewster/2020/05/09/online-child-abuse-complaints-surpass-4-million-in-april-this-is-how-cops-are-coping-despite-covid-19/
https://www.forbes.com/sites/thomasbrewster/2020/05/09/online-child-abuse-complaints-surpass-4-million-in-april-this-is-how-cops-are-coping-despite-covid-19/
https://www.missingkids.org/footer/about/annual-report
https://www.missingkids.org/gethelpnow/cybertipline
https://youtu.be/adY_uWfs90E
https://www.missingkids.org/CyberTiplineData#archives
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CSAM. The category of online sexual enticement saw an increase of 82% from 2021 to 2022. More than 31.8 
million of these reports were from the ESPs, which they became aware of on their systems.45 
 
In 2019 CyberTipline reports related to European countries46 reached to 1.247.737 reports, varying between 
seven and 222.881 reports, on average 25.994 reports per country.47 Narrowing down to EU countries only, 
figures for 201948 show 757,162 CyberTipline reports with 2.3 million suspected CSAM files. The 2019 figures 
show 725,232 CyberTipline reports (approx. - 4 %), but with an increase of almost 35% to 3.1 million 
suspicious files for CSAM.49 
 
For comparison, in 2022, CyberTipline reports related to European countries50 reached to 2.401.415 reports 
(+92.06 % to the figure in 2019); varying between 36 and 276.331 reports, on average 50.029 reports per 
country (almost doubled, that is +92.13 % to the figure in 2019).51 Narrowing down to EU countries only, 
figures for 2022 displayed 1.484.039 CyberTipline reports of suspected child sexual exploitation. This figure 
from 2019 was practically doubled in just three years; that is 96.6 % increased reports to EU MS. The number 
of suspected CSAM files is not available, but US NCMEC stated that over 99.5 % of the reports received by 
the CyberTipline in 2022 regarded incidents of suspected CSAM.52 
 
Additional update as a general reflection of the ten years of CyberTipline reports. 53 In 2013, NCMEC received 
from the top reporters more than 409.000 reports, while in 2023, in the period from 01/01/2023 up to 
30/09/2023, they sought more than 6.300% increase. The figure to the indicated date from top reporters is 
more than 25.796.000 reports. For illustration, if Facebook reported approx. 255.000 reports in 2013, in the 
presented period it reported more than 12.9 million reports, without figures for Instagram and WhatsApp; 
in same time frames, Google had 38.000+ reports back in 2013, while nowadays they exceeded 1.1 million 
reports. In case of Twitter (or as ‘X’ today), in 2013 they had more than 82.000 reports, in the mentioned 
period in 2023, they exceeded 597.000 reports (ibid.). The NCMEC highlighted additional numbers in relation 
to the drop in the reporting of child sexual abuse material (see Table 3).  
 
Table 3 – NCMEC reports and CSAM files  

Reports and files 2020 2021 2022 

No. of reports resolving to EU MS 1.046.350 
555.912 
(-46,8%) 

1.503.431 
(+170,2%) 

No. of files (CSAM) contained within the EU reports 4.625.151 
1.783.977 
(-61.4%) 

5.237.562 
(+193,4%) 

 

45 Ibid. 
46 All together are 48 countries and territories: Albania, Andorra, Armenia, Austria, Azerbaijan, Belgium, Bosnia and Herzegovina, 

Bulgaria, Croatia, Cyprus, Czech Republic, Denmark (with Greenland), Estonia, Finland, France, Georgia, Germany, Greece, Hungary, 

Iceland, Ireland, Italy, Kosovo, Latvia, Liechtenstein, Lithuania, Luxembourg, Macedonia, Malta, Moldova, Monaco, Montenegro, 

Netherlands, Norway, Poland, Portugal, Romania, Russia, San Marino, Serbia, Slovakia, Slovenia, Spain, Sweden, Switzerland, 

Turkey, Ukraine, and United Kingdom. The territories included were also Greenland (figures summed with Denmark) and Kosovo 

(this designation is without prejudice to positions on status, and is in line with UNSCR 1244/1999 and the ICJ Opinion on the Kosovo 

declaration of independence). 
47 More detailed information are compiled in the US NCMEC’s 2019 CyberTipline Reports by Country, available at: 

https://www.missingkids.org/CyberTiplineData#archives (accessed: 10/09/2023).   
48 Corrected from previously wrongly indicated as 2018. 
49 Intergroup expert meeting “EU legislation on the fight against child sex abuse online”, 15 October 2020, US NCMEC presentation. 

Available at: https://youtu.be/adY_uWfs90E (accessed: 15/10/2020) 
50 Same list of countries as previously. 
51 More detailed information are compiled in the US NCMEC’s 2022 CyberTipline Reports by Country, available at: 

https://www.missingkids.org/CyberTiplineData#archives (accessed: 10/09/2023).  
52 More info: https://www.missingkids.org/CyberTiplineData#reports. (accessed: 10/09/2023). 
53 Figures for illustration only of the scale were presented by NCMEC representatives at the Europol’s Cybercrime Conference, “10 

Years of Joint Support to Operations against Cybercrime – Building Tomorrow’s Partnerships”, 18-19 October 2023, at Europol, The 

Hague, Netherlands. 

https://www.missingkids.org/CyberTiplineData#archives
https://youtu.be/adY_uWfs90E
https://www.missingkids.org/CyberTiplineData#archives
https://www.missingkids.org/CyberTiplineData#reports
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The Table 3 presents the number of the reports of child sexual abuse cases that have been dropped by 46.8% 
after the European Electronic Communication Code entered into force on 21/12/2020. This situation is 
related to an intensive discussion within EU about creation and acceptance of the still valid regulation54 on 
temporary derogation to the ePrivacy Directive that is currently allowing ISPs/ESPs to resume using the 
technological tools to detect, report and remove CSAM and detect and report instances of online sexual 
grooming of children. During the period of almost nine months (December 2020 – August 2021), there was 
no voluntarily detection of CSA material on the EU soil, consequently lesser detection of such material as 
well. The decrease is shown in the Table 3, under the year 2021, beside the dropped number of reports, there 
was also a 61.4% drop of the detected files containing depiction of sexual abuse of (real) children in the same 
year. The mentioned act has entered into force on 02/08/2021 and is valid until 03/08/2024. This change 
contributed in increased detection of CSAM files and reporting, which is reflected in the figures under the 
year 2022; NCMEC received more than 1.5 million reports or 170,2% more reports than a year before, while 
this legal change also affected in huge increase in the detection of more than 5.2 million CSAM files or 193.4% 
more files than in the previous year (ibid.). These figures also meant that more children have to be identified, 
rescued and safeguarded from the abyss of sexual abuse, and nevertheless more perpetrators could be 
identified, apprehended and brought to justice.  
 
These reports have been sent to law enforcement authorities across Europe in order to conduct the 
investigations, including the victim identification procedures. 
 
The Canadian Centre for Child Protection’s Project Arachnid has scanned 2 billion web pages globally for 
CSAM since 2016 and have processed more than 13.3 million suspicious images, resulting in 4.6 million 
takedown notices sent to providers.55 As many as 85 % of these CSAM relate to victims who are not known 
to have been identified by law enforcement.56 
 
New updates: as of December 2022, Project Arachnid has scanned 157 billion images; 5.7 million images have 
been verified as CSAM, with an additional 2 million being harmful images of children and youth not fully 
clothed or clothed but still infringing on their privacy or consent.57 Over the last five years,58 Project 
Arachnid's activities have led to six million images and videos of child sexual exploitation being removed from 
1,000+ electronic service providers spanning 100+ countries worldwide.59 
 
On the other hand, INHOPE60 hotlines receive reports from the public regarding alleged child sexual abuse 
material (CSAM). Each report can contain multiple images and videos. The number of CSAM related images 
and videos processed by INHOPE hotlines from 2017 to 2019 has almost doubled.61  
 
In 2019, they received 183.788 reports (increased by 18 % in comparison to previous year with 155.240 
reports), 456.055 images & videos assessed (increased by 35 % in comparison to previous year with 337.588 

 

54 The act is officially called: Regulation (EU) 2021/1232 of the European Parliament and of the Council of 14 July 2021 on a temporary 

derogation from certain provisions of Directive 2002/58/EC as regards the use of technologies by providers of number-independent 

interpersonal communications services for the processing of personal and other data for the purpose of combating online child sexual 

abuse.  
55 WeProtect Global Alliance (WPGA) Threat Assessment 2019, https://www.weprotect.org/s/FINAL-Global-Threat-Assessment.pdf 

(accessed: 12/10/2020). 
56 Ibid. 
57 https://www.publicsafety.gc.ca/cnt/rsrcs/pblctns/cmbttng-nln-chld-sxl-xplttn-2023/index-en.aspx (accessed: 10/09/2023). 
58 It is understood between 2017 and 2022, counting from its launch in 2017.  
59 More info: https://www.cybertip.ca/en/child-sexual-abuse/project-arachnid/#ref1 (accessed: 10/09/2023). 
60 INHOPE is the global network combatting online Child Sexual Abuse Material (CSAM). The network consists of 47 hotlines in 43 

countries that provide the public with a way to anonymously report illegal content online with a focus on CSAM. Reports are available 

at: https://www.inhope.org/EN/articles/annual-reports (accessed: 12/10/2020). 
61 From INHOPE Annual Report 2019.  

https://www.weprotect.org/s/FINAL-Global-Threat-Assessment.pdf
https://www.publicsafety.gc.ca/cnt/rsrcs/pblctns/cmbttng-nln-chld-sxl-xplttn-2023/index-en.aspx
https://www.cybertip.ca/en/child-sexual-abuse/project-arachnid/#ref1
https://www.inhope.org/EN/articles/annual-reports


 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 49 of 158 
 

imagery), and identified 320.672 illegal images and videos (increased by 43 % in comparison to previous year 
with 223.999 illegal materials). In 2017, the INHOPE hotlines received “only” 87.390 reports and in total 
identified 259.016 images and videos as illegal, which means that reports received since then increased by 
110 %, and illegal material identified by then increased by 24 %.62 
 
New reports by INHOPE demonstrate more recent picture of the situation. In 2022, they received 587.582 
reports (decreased by 37 % in comparison to previous year with 928,278 reports63), and 68 % or approx. 
400.057 of the reports were classified with illegal content (CSAM). In 2021, they classified approx. 48 % or 
443.705 of the reports with illegal content (CSAM), while in 2020, they received 1.038.268 reports (increased 
by 565 % in comparison to previous year), and classified approx. 26 % and 267.192 of the reports with illegal 
content (CSAM).64 
 

4.2.4 Internet Organized Crime Threat Assessment (IOCTA) 2020 about CSE online 
 
Introduction to IOCTA 2020 CSE online chapter:65 
 

“The main threats related to online CSE have remained relatively stable over recent years and 
throughout 2019. However, the COVID-19 pandemic has somewhat shifted this assessment. Detection 
of online CSAM was already increasing on a year-to-year basis, but saw a sharp spike during the peak 
of the crisis. A surge in the exchange of online CSAM occurred during the contact and travel restrictions 
and the consequences of this may have a long-term impact on CSE in general.” 

 
Other significant findings are: 

• The amount of online CSAM detected continues to increase, further exacerbated by the COVID-19 crisis, 
which has serious consequences for the capacity of law enforcement authorities. 

• The use of encrypted chat apps and industry proposals to expand this market pose a substantial risk for 
abuse and make it more difficult for law enforcement to detect and investigate online CSE activities. 

• Online offender communities exhibit considerable resilience and are continuously evolving. 

• Livestreaming of child sexual abuse continues to increase and became even more prevalent during the 
COVID-19 crisis (livestreaming is becoming mainstream). 

• The commercialisation of online CSE is becoming a more widespread issue, with individuals uploading 
material to hosting sites and subsequently acquiring.  

 
Later, Europol released IOCTA’s in 2021 and in 2023.66 They offer newer in-sights in the operational work of 
the law enforcement authorities, if we limit to CSE crime area.  
 

 

62 From INHOPE Annual Reports of 2017, 2018 and 2019.  
63 INHOPE explained this situation with the following (quote): “While this figure is significantly less than the volume of reports from 

2021 (928.278), we need further context because each hotline around the world operates in a different ecosystem and environment. 

INHOPE’s reporting platform ICCAM has the scope to record the number of reports that our member hotlines encountered and where 

across different national jurisdictions. Therefore, the sum of all the work that our member hotlines has done is greater than what the 

platform reports” They also explained (quote): “The major downtick in the volume of reports received by the hotlines does not mean 

there is less content out there to remove; it simply indicates less public reporting in the year. This closely relates to the first year where 

COVID restrictions were always in place, travel and leisure was limited/banned, and general internet usage saw a major downtick.” 

From INHOPE Annual Report 2022, pages 38 and 41. 
64 From INHOPE Annual Reports of 2020, 2021 and 2022.  
65 Europol’s IOCTA 2020 was released on 6 October 2020, available at: https://www.europol.europa.eu/activities-services/main-

reports/internet-organised-crime-threat-assessment-iocta-2020 (accessed: 05/10/2020). 
66 IOCTA 2022 was not released. 

https://www.europol.europa.eu/activities-services/main-reports/internet-organised-crime-threat-assessment-iocta-2020
https://www.europol.europa.eu/activities-services/main-reports/internet-organised-crime-threat-assessment-iocta-2020
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IOCTAs 2021 and 2023 on child sexual exploitation online highlighted:67 
 
Table 4 – Summaries from IOCTA 2021 and 2023 

IOCTA 2021 IOCTA 2023 

The main trends and threats related to online CSE have 
stayed relatively stable throughout the reporting period. 
While a series of factors have affected the evolution of 
these criminal activities, law enforcement did Not detect 
significant changes. The production and distribution of 
CSAM have been influenced by the increasing 
unsupervised presence of children online.  
The proliferation of encrypted messaging applications 
and social media platforms have an impact on the 
grooming methods and distribution of CSAM amongst 
offenders. 

The threat of online CSE, while not affected by these 
geopolitical developments, has been further increasing in 
terms of quantity and severity. Offenders of all crime 
areas continue to take advantage of legal and criminal 
privacy services to mask their actions and identities as 
their knowledge of countermeasures increases. 
Cybercrime is often interlinked, presenting a 
concatenated set of criminal actions that often results in 
the same victim being targeted multiple times. This is 
particularly apparent in child sexual exploitation 
offences, malware attacks and online fraud schemes. 

 
Additionally, in IOCTA 2021 key findings were: 
- There has been a steep increase in online grooming activities on social media and online gaming 

platforms. 
- The production of self-generated material is a key threat. This material is displaying increasingly younger 

children. 
- Overall activity related to CSAM distribution on P2P networks has increased considerably.  
- The Dark Web remains an important platform for the exchange of CSAM. 
 
More recent IOCTA 2023 presents: 
- Impersonation is a technique widely used by criminals involved in child sexual exploitation and online 

fraud schemes, in order to deceive victims. Child sexual exploitation offenders make extensive use of 
social media to engage with their victims, interacting with them often behind a false identity. 

- Child sexual exploitation offenders groom victims in order to obtain sensitive information that can be 
then exploited for extortion purposes. 

- Victims of child sexual exploitation suffer re-victimisation both offline and online. Hands-on abusers 
often perpetrate their offences for a significant amount of time and, in several cases, encourage other 
offenders to abuse the victim as well. The depiction of sexual abuses on children results in their repeated 
victimisation. The CSAM produced by offenders is in fact shared at many levels, from closed communities 
of trusted perpetrators to large communities on online forums. The receivers of this imagery in most 
cases share it further, resulting in the same CSAM being encountered by investigators over many years 
and the same victim being impacted. 

- Child sexual exploitation offenders make extensive use of these types of forums to digitally meet 
likeminded individuals, enhance their criminal knowledge, exchange and consume CSAM. 

- Dark web forums are also an important source for gathering information on operational security. Users 
give recommendations on how to avoid detection and identification in dedicated forum discussions. 
Guidelines and tutorials on various topics are widely distributed, including under child sexual exploitation 
crime area.  

 
Criminals are always adapting to new situations. Child sexual offenders will therefore always seek new 
pathways to get in touch with children, their targets to achieve their heinous goal (sexual abuse). In numerous 

 

67 Europol’s IOCTA 2021 was released on 7 December 2021, available at: https://www.europol.europa.eu/publications-events/main-

reports/internet-organised-crime-threat-assessment-iocta-2021 (accessed: 10/09/2023) and Europol’s IOCTA 2023 was released on 10 

August 2023, available at: https://www.europol.europa.eu/publication-events/main-reports/internet-organised-crime-assessment-iocta-

2023 (accessed: 10/09/2023). 

https://www.europol.europa.eu/publications-events/main-reports/internet-organised-crime-threat-assessment-iocta-2021
https://www.europol.europa.eu/publications-events/main-reports/internet-organised-crime-threat-assessment-iocta-2021
https://www.europol.europa.eu/publication-events/main-reports/internet-organised-crime-assessment-iocta-2023
https://www.europol.europa.eu/publication-events/main-reports/internet-organised-crime-assessment-iocta-2023
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cases, they are pursuing even a depiction of their sexual encounter with children to introduce the “new 
material” to same-minded persons, usually in dark web forums. “New material” among offenders is known 
as a trophy, a prize and a recognition, while among law enforcement authorities, the “new material” is known 
as first generation imagery or FGI, which needs special attention.68 
 

4.2.5 Other facts and indicators to consider 
 
It is extremely complex to capture and present a number of statistical indicators and facts about sexual 
exploitation and abuse of children online and related offline crimes. Still, they are crucial to understand the 
magnitude and issues related to this crime area.  That is why those listed below should assist to round out the 
presentation of these indicators and facts. Each of these have been extracted without amendment from the 
various reports quoted:  
 

• INTERPOL’s Child Sexual Exploitation database held in 2020 more than 2.7 million images and videos, and 
it helped identify 23.100 victims worldwide.69 In three years, the figures drastically changed. Now, this 
database holds more than 4.3 million images and videos and has helped identify more than 35,000 victims 
worldwide.70 

• EUROPOL’s Images and Video Analysis System (IVAS) repository held in 2020 over 49.5 million unique 
images and over 2.2 million unique videos sourced from more than 111 million media files in CSE cases 
contributed by Europol’s operational partners.71 In three years, the figures drastically changed and it holds 
over 80 million unique images and over 4 million unique videos sourced from more than 200 million media 
files in CSE cases contributed by Europol’s operational partners.72 

• The UK’s Child Abuse Image Database (CAID) holds slightly more than 2.1 million unique indecent images 
of children, entered into database between January 2015 and March 2019. Penetrative sexual activity 
represents 191.963 (9%) images, non-penetrative 204.049 (10%) images, and 1.709.612 (81 %) of other 
type of indecent images with sexual content.73  

• In 2018, 2.88 million accounts were registered globally across the ten most harmful CSEA Dark Web sites, 
detected by UK’s National Crime Agency. 74 

• More than 65 % of the total 18.4 million referrals to NCMEC originated in messaging services are at risk of 
disappearing if end-to-end encryption is implemented.75  

• 94% of CSAM material found online by the Internet Watch Foundation (IWF) contains images of children 
aged 13 or under, and 39 % of CSAM found online contains images of children aged 10 or under.76  

• It is estimated that 750,000 individuals are looking to connect with children across the globe for sexual 
purposes online at any one time.77 

• Sexual abuse and exploitation of children is ubiquitous, regardless of country’s economic success. Data to 
measure and understand the scale of the problem are lacking. Girls are the primary victims, and boys are 

 

68 This paragraph is based on expertise of the main author. 
69 Interpol (July 2020). International Child Sexual Exploitation database. Available at: https://www.interpol.int/Crimes/Crimes-against-

children/International-Child-Sexual-Exploitation-database (accessed: 12/10/2020). 
70 Interpol (September 2023). International Child Sexual Exploitation database. Available at: https://www.interpol.int/Crimes/Crimes-

against-children/International-Child-Sexual-Exploitation-database (accessed: 03/10/2023). 
71 Information retrieved from Europol’s IVAS repository, accessed on 12/10/2020. 
72 Information retrieved from Europol’s IVAS repository, accessed on 03/10/2023. 
73 Office for National Statistics, Child sexual abuse in England and Wales: year ending March 2019. Released: 14 January 2020, 

available at: https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/articles/childsexualabuseinenglandandwal 

es/yearendingmarch2019 (accessed: 12/10/2020). 
74 WeProtect Global Alliance (WPGA) Threat Assessment 2019, https://www.weprotect.org/s/FINAL-Global-Threat-Assessment.pdf 

(accessed: 12/10/2020). 
75 Ibid. 
76 Ibid. 
77 Ibid. 

https://www.interpol.int/Crimes/Crimes-against-children/International-Child-Sexual-Exploitation-database
https://www.interpol.int/Crimes/Crimes-against-children/International-Child-Sexual-Exploitation-database
https://www.interpol.int/Crimes/Crimes-against-children/International-Child-Sexual-Exploitation-database
https://www.interpol.int/Crimes/Crimes-against-children/International-Child-Sexual-Exploitation-database
https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/articles/childsexualabuseinenglandandwal%20es/yearendingmarch2019
https://www.ons.gov.uk/peoplepopulationandcommunity/crimeandjustice/articles/childsexualabuseinenglandandwal%20es/yearendingmarch2019
https://www.weprotect.org/s/FINAL-Global-Threat-Assessment.pdf
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overlooked. Social norms and attitudes toward sex, sexuality and gender matter. Country action has been 
most pronounced on the legal framework, while performance varies greatly on government commitment 
and capacity.78  

• “The safety and well-being of the world's children must remain a global priority. With approximately 200 
million of the world's children experiencing sexual violence each year, the need to document and 
benchmark the global effort to prevent child sexual violence has never been more important.”79 

• One in three internet users worldwide is a child and 800 million of them use social media. Any child can 
become a victim of online violence.80  

• 1 in 10 children is sexually abused before the age of 18.81 

• The expansion of the internet lies parallel to the explosion of the child sexual abuse material market. The 
most shared child abuse file is currently being seen on over 2.5 million unique IP addresses. Predators 
typically have between 50 and 150 victims over the course of their lifetimes. Since inception, the Child 
Rescue Coalition identified 71 million unique IP addresses worldwide sharing and downloading sexually 
explicit images and videos of children. Children are most vulnerable to child sexual abuse between the 
ages of 7 and 13. As many as 1 in 5 girls and 1 in 20 boys will experience some form of sexual abuse before 
age 18. And 90% of children who suffered sexual abuse were violated by someone known to the family.82 

• Worldwide, around 15 million adolescent girls aged 15 to 19 have experienced forced sexual intercourse 
or other forced sexual acts in their lifetime, and 9 million of these girls were victimised within the past 
year. Only 1% of adolescent girls who had experienced sexual violence said they reached out for 
professional help. In the 28 countries with data, 90% of adolescent girls who had experienced forced sex, 
on average, said they knew the perpetrator of the first incident. Data from six countries reveals friends, 
classmates and partners were among the most frequently cited perpetrators of sexual violence against 
adolescent boys.83 

• Estimating the magnitude of sexual exploitation of boys is also difficult, global prevalence rates have yet 
to be determined. Among school-based probability samples in Canada, Sweden and the United States, 
the prevalence of sexual exploitation among boys ranges from 1.7 to 4.8 %, but the figures are likely to 
underestimate the magnitude of the problem that is not assessed properly. The sexual exploitation of 
boys is a grave human rights violation that is all too often unrecognised or unseen.84 

 

4.2.6 Recent findings related to CSE and other harms 
 
Below are presented some of the more recent findings from the related research, studies and initiatives in a 
summarised form. 
 

4.2.6.1 Statement about the recent cases of sexual violence against children in Spain 
 

 

78 The Economist Intelligence Unit (2020). Out of the shadows: Shining light on the response to child sexual abuse and exploitation, 

report. Available at: https://outoftheshadows.eiu.com (accessed: 13/10/2020). 
79 Statement of Her Royal Highness Princess Madeleine of Sweden in press release Ground breaking Economist Intelligence Unit 

Benchmarking Tool Highlights the Responses of 40 Countries to Sexual Violence against Children, 16 January 2019. Available at: 

https://www.childhood-usa.org/press-release (accessed: 12/10/2020) 
80 Fore, H. H. (2019). An open letter to the world’s children: 8 reasons why I’m worried, and hopeful, about the next generation. 

UNICEF. Available at: https://www.unicef.org/child-rights-convention/open-letter-to-worlds-children (accessed: 13/10/2020). 
81 United Nations, SDG 16: Promote just, peaceful and inclusive societies, https://www.un.org/sustainabledevelopment/peace-justice/ 

(accessed: 13/10/2020). 
82 Child Rescue Coalition (no date), The Issue. Available at: https://childrescuecoalition.org/the-issue/ (accessed: 12/10/2020). 
83 United Nations Children’s Fund (2017). A Familiar Face: Violence in the lives of children and adolescents, UNICEF, New York. 
84 United Nations Children’s Fund (2020). Research on the Sexual Exploitation of Boys: Findings, ethical considerations and 

methodological challenges, UNICEF, New York. 

https://outoftheshadows.eiu.com/
https://www.childhood-usa.org/press-release
https://www.unicef.org/child-rights-convention/open-letter-to-worlds-children
https://www.un.org/sustainabledevelopment/peace-justice/
https://childrescuecoalition.org/the-issue/
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The statement85 by Finish NGO Suojellaan Lapsia, Protect Children ry. expresses deep concern regarding 
recent instances of sexual violence against children in Spain. It highlights the high prevalence of sexual 
violence against children, which is insufficiently researched and underreported, particularly among girls and 
adolescents. The document also mentions the alarming increase in CSAM criminal offenses due to online 
accessibility. It cites specific statistics and identifies investigative leads related to CSAM in Spain, namely: 
- 10-20% of the Spanish population has suffered sexual violence during childhood. 
- 79% of Spanish CSA victims are girls and adolescents. 
- The highest risk of abuse for girls falls at ages 7-9, and for boys at ages 11-12. 
- Between October 23, 2022, and October 22, 2023, Child Rescue Coalition identified 19,870 unique 

investigative leads for individuals possessing CSAM in Spain. 
- From the 70% of the respondents under 18 years old, 39% were under 13 years old. 
- Additionally, 50% of Spanish-speaking respondents recognised that their first exposure to CSAM was 

accidental (55%) or through their social connections (16%). 
 
These statistics highlight the prevalence of child sexual abuse in Spain, the age groups at the highest risk, the 
extent of investigative leads related to CSAM, and the age and circumstances of first exposure to CSAM 
among Spanish-speaking respondents.  
 

 
Figure 6: A question to stop, searching, using or sharing CSAM/illegal violent content 

(Suojellaan Lapsia, Protect Children ry., 2023) 
 
Even though they have not actively sought assistance, 50% of Spanish-speaking respondents acknowledged 
their desire to discontinue searching for and viewing CSAM. The results in the Figure 6 are self-explanatory, 
especially when reading the numerous with almost 5.000 respondents. 
 
Furthermore, the document discusses the findings from a study of Spanish-speaking CSAM users, 
emphasising their ease of access to such material. It mentions a recent case of a man in Madrid arrested for 
CSAM possession and sexual violence against his own 1-year old child, illustrating the lack of help seeking 
among CSAM users.  
 
The content reveals that a significant portion of Spanish-speaking CSAM users was exposed to such material 
involuntarily and at an early age, which is shown in the Figure 7.  
 

 

85 Taken from Suojellaan Lapsia, Protect Children ry. (2023). Protect Children is concerned about the recent cases of sexual violence 

against children in Spain, statement released on 30/10/2023. Available at: https://www.suojellaanlapsia.fi/en/post/recent-csa-cases-

spain (accessed: 30/10/2023). 

https://www.suojellaanlapsia.fi/en/post/recent-csa-cases-spain
https://www.suojellaanlapsia.fi/en/post/recent-csa-cases-spain
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Figure 7: Involuntary exposure to CSAM and at early age  

(Suojellaan Lapsia, Protect Children ry., 2023) 
 
It links these findings to a 2020 study by Save the Children Spain about the consumption of sexual content 
among young people. A separate case involves AI-generated images of sexual violence against girls and 
adolescents. The document emphasises the lifelong negative impact on victims and survivors, along with the 
correlation between viewing CSAM and seeking direct contact with children. 
 
The document calls for the amplification of child victims and survivors' voices and emphasises the importance 
of strengthening child protection legislation and prevention initiatives. It urges Spanish policymakers to act 
appropriately to protect children from all forms of violence. 
 
The Finnish NGO Suojellaan Lapsia, Protect Children ry. intends to publish similar reports86 in the future on 
various languages and on the use of technology platforms regarding the protection of children against sexual 
abuse and exploitation online.  
 

4.2.6.2 CSAM Users in the Dark Web: Protecting Children through Prevention 
 
Finnish NGO Protect Children conducted two innovative surveys on the dark web to gather unique insights 
into the behaviours of individuals who use Child Sexual Abuse Material. The surveys, “Help us to help you” 
and “No need for help,” were presented to dark web users searching for CSAM keywords. A total of 8,484 
respondents participated in these surveys, sharing their habits, thoughts, emotions, and behaviours related 
to CSAM use. Importantly, the surveys maintained full anonymity and privacy by not collecting any 
identifiable personal information. Some of the key findings: 
 
- Urgent intervention is needed as many CSAM users want to quit, but struggle to do so. 
- A significant portion of CSAM users were exposed to it as children, with 70% encountering it before age 

18, and 40% before age 13, often accidentally. 
- CSAM on the dark web primarily involves girls, with 45% viewing material depicting girls aged 4-13, while 

18% of them view CSAM related to boys in the same age range. The remaining respondents view violent 
or sadistic and brutal material (24%), CSAM related to infants and toddlers aged 0-3 years (6%), and other 
violent material (7%). 

- CSAM users are not just passive viewers; a substantial proportion express fear, thoughts of seeking direct 
contact with children, and some have attempted contact after viewing CSAM. 52% of respondents are 
afraid viewing CSAM might lead to sexual acts against a child. 44% of respondents viewing CSAM made 

 

86 It is expected that they will publish a report exploring the technology pathways of CSAM offenders in January 2024. 
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them think about seeking direct contact with children. 37% of respondents have sought direct contact 
with children after viewing CSAM. 

- Livestreamed CSAM is a concerning trend, with 45% of respondents admitting to watching such material, 
highlighting its increasing prevalence. 

 
This report87 provides a preliminary analysis of the survey results, shedding light on this previously 
unexplored aspect of CSAM usage. 
 

4.2.6.3 Study on Child ‘self-generated’ sexual material online 
 
The research88 aimed to understand children and young people's perspectives on 'self-generated' sexual 
material in three diverse country contexts: Ghana, Thailand, and Ireland, with a focus on how they feel about 
this issue and how they can be better supported. The study involved small focus groups of children aged 13-
17, separated by age and gender, as well as consultations with professionals. The research encompassed 
voluntary sharing of self-generated material among peers, along with cases involving coercion, grooming, 
pressure, or manipulation. Although the primary focus was on voluntary sharing, the study allowed for 
discussions on all behaviours falling within this definition. The research, conducted in Ghana, Thailand, and 
Ireland, explored children's perspectives on 'self-generated' sexual material and revealed several key 
findings: 
 
- Children widely shared and received 'self-generated' sexual material, with gender playing a significant 

role in their experiences. Girls often faced more pressure and judgment. 
- Motivations for sharing such material varied from excitement to coercion and financial exploitation, with 

children predominantly focusing on the negative aspects. 
- Pressures, both interpersonal and from broader media culture, played a significant role in children's 

decisions to share material, driven by a desire for validation. 
- Social media environments influenced the creation and sharing of this material, particularly in shaping 

beauty and body image ideals, contributing to image sharing getting out of hand. 
- In Ghana, financial exploitation was a significant issue, with children selling indecent images for money 

to alleviate poverty. 
- Shame and stigma surrounded the sharing of such material, often due to a cultural gap between online 

norms and traditional values, leading to barriers to seeking help and potential mental health issues. 
- Children were unlikely to seek help from the police, fearing criminalization and a lack of trust in law 

enforcement. 
- Confidential support was desired but scarce, and children felt education from schools was insufficient in 

addressing issues related to 'self-generated' sexual material. 
- A generational gap existed between children and their parents regarding internet use and understanding. 
- Children sought better information and education from schools, emphasizing the need for more up-to-

date and interactive teaching methods. 
- Lack of education in schools led children to turn to social media influencers and, in some cases, 

pornography for information. 
- Boys felt more isolated and less culturally acceptable discussing emotions and pressures with peers 

compared to girls. 
- Children believed technology companies should offer more educational resources and improve content 

and behaviour management on their platforms. 
- The term 'self-generated' sexual material was not used by children and was generally unhelpful in 

 

87 ReDirection Survey Report 2021 by Suojellaan Lapsia ry., Finland. 
88 Child ‘self-generated’ sexual material online: Children and young people’s perspectives, study by Praesidio Safeguarding with 

support of WeProtect Global Alliance. 
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framing the issue, as it covered a broad range of dynamics, including child sexual exploitation and 
consensual sharing between peers. 

 
The research findings and children's perspectives from Ghana, Thailand, and Ireland hold global implications 
for addressing 'self-generated' sexual material. Key recommendations stemming from children's input focus 
on actions needed to meet their desired changes, which are summarised as following: 
 
- Improved education: Governments and school authorities should review their educational responses to 

these issues in the light of the key findings above and consider whether their approach is likely to meet 
the needs that children have outlined in this study. 

- Non-judgemental support:  
(1) Governments should make provisions to educate and inform parents and carers. 
(2) Governments and civil society organisations should seek to increase public awareness that 

encountering these issues online is commonplace for children.  
(3) Governments, schools and civil society organisations should provide children with confidential 

support from trained adults where they could get advice and guidance when things have gone 
wrong without blame or making their situation worse. 

- Structural and institutional change: 
(1) Legal reforms are needed that ensure that children are not criminalised for the possession or sharing 

of their own images either where they are a victim, or where they were engaging in in a normal and 
consensual way with another child or young person. 

(2) Governments and those working in the criminal justice system should consider how to ensure 
children have opportunities to engage with the police as victims or witnesses without encountering 
scepticism, judgement or blame.  

(3) Governments should prioritise tackling sexual exploitation of children and their images/videos.  
- Technology companies: 

(1) Technology companies should do more to support children on this issue, including providing high 
quality information from online influencers and educators from whom they are currently seeking 
help.  

(2) Technology companies should invest in technical solutions to respond to the circulation of ‘self-
generated’ sexual material.  

- Language: Relevant and effective language should be used when talking about ‘self-generated’ sexual 
material online. 

 

4.2.6.4 EU Citizens' Perspectives on Data Privacy and Online Child Protection 
 
In 2021, they conducted an extensive online survey89 across eight EU MS to gauge public sentiment on the 
critical issues of online privacy and child protection. The survey involved 9,410 adults from various 
backgrounds (parents, not parents, various professions, gender), from France, Germany, Hungary, Italy, the 
Netherlands, Poland, Sweden, and Spain, providing a cross-sectional view of EU society.  
 
The findings revealed strong public support for using automated tools to detect child sexual abuse material 
online and for the EU to implement long-term legislation to protect children online. Remarkably, 76% of 
respondents or 7 out of 10 EU citizens expressed a strong desire for enhanced child protection measures on 
the internet, that they are willing to sacrifice some privacy for the use of automated technology in this 
context. Furthermore, the survey drew attention to the urgency of the matter, with the alarming fact that 
CSAM is found online every 2 seconds. This underscores the critical importance of swift and effective action 

 

89 Study by ECPAT International, in collaboration with Defense for Children - ECPAT Netherlands &  YouGov. More information 

available at: ecpat.org/story/eu-citizens-privacy-child-safety-online/ (accessed: 10/09/2023). 

http://ecpat.org/story/eu-citizens-privacy-child-safety-online/


 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 57 of 158 
 

to address these issues comprehensively and responsibly within the European Union. The consensus among 
respondents that regulating online spaces with a focus on children's best interests is essential for ensuring 
their safety in the digital realm.  
 
However, it also emphasised the ongoing challenge of striking the right balance between child protection 
and user privacy. 
 

4.2.6.5 Global Boys Initiative by ECPAT International  
 
The research90 discusses the challenges faced by practitioners when supporting and protecting boys against 
sexual exploitation and abuse. It emphasises the importance of understanding these challenges to improve 
prevention and response services for boys. ECPAT International has highlighted several key challenges: 
 
- Gender Norms and Lack of Empathy: Boys may be discouraged from seeking help or disclosing sexual 

violence due to harmful stereotypes and societal expectations about their behaviour, which can vary by 
community. 

- Complex Cases and Intersectionality: Factors like socioeconomic status, citizenship, race, age, sexual 
orientation, and disability can shape how boy survivors navigate life, potentially leading to exclusion 
when tailored services are lacking. 

- Challenges in Creating Safe Spaces and Trust: Boys require various safe spaces, encompassing physical, 
emotional, psychological, spiritual, environmental, and digital safety, as well as safety within 
relationships, to open up and seek help, reducing the risk of harmful behaviours arising from isolation. 

- Lack of Family Support Networks: Boys may struggle to disclose sexual violence due to fears of 
stigmatisation or punishment from their families and caregivers, who themselves might face challenges 
hindering their ability to provide proper support. 

 
In the study, they concluded that overall, these challenges underscored the need for more inclusive and 
sensitive approaches to supporting boys who have experienced sexual exploitation and abuse.  
 
They addressed also the key actions to take against sexual exploitation and abuse of boys: 
 
- Gender-Sensitive and Quality Care: Emphasizing individual experiences and enhancing practitioners' soft 

skills. 
- Creating a Global Coalition: Integrating boys' issues into child protection discussions and advocating at 

all levels. 
- Expanding Research: Pinpointing prevention and response areas through ethical research. 
- Mainstreaming the Issue: Developing survivor-centred messages and using various media to share boy 

survivors' stories. 
 
These action points collectively provide a roadmap for addressing the challenges and obstacles in combatting 
the sexual exploitation and abuse of boys.91 
 

4.2.6.6 A.I. generated CSAM – few recent publications about this phenomenon 
 

 

90 ECPAT International, (2023). Global Boys Summit Summary Report, Forging collective solutions and responses towards the sexual 

exploitation and abuse of boys. Available at: https://ecpat.org/global-boys-initiative/ (accessed: 10/09/2023). 
91 In informal discussion with some of the researchers, we have learned that the ratio one boy sexually abused per 20 boys (ration 1:20) 

can be understood as way more different from what is usually known in the wider public. Some believe that victim ratios for either 

boys or girls can be quite close and comparable. 

https://ecpat.org/global-boys-initiative/
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The rise of artificial intelligence (AI) is contributing to the creation of lifelike child exploitation images, posing 
challenges for child safety investigators. AI tools enable quick generation of realistic images depicting child 
sexual exploitation, spurring concerns that these images could hinder efforts to identify real victims and 
combat child abuse. These AI-generated images are proliferating on dark web forums, presenting difficulties 
for tracking systems designed to block known instances of abuse but unable to detect newly generated 
content. There is a debate about whether these images violate child protection laws, as they often depict 
non-existent children. Authorities are challenged by the blurred lines between real and AI-generated content 
and the increased speed and scale of image creation using these tools.92  
 
A report examines implications of fully realistic child sexual abuse material (CSAM) produced by generative 
machine learning models. Advances in the open-source generative ML community have led to increasingly 
realistic adult content, to the point that content indistinguishable from actual photographs is likely to be 
common in the very near future. These same models and techniques have been also leveraged to produce 
CSAM. They examine what has enabled this state of affairs, the potential societal consequences of the 
proliferation of such content, and measures that can be taken to minimise harm from current and future 
visual generative ML models, as summarised by the authors.93 
 
Australia's eSafety Commissioner has introduced a pioneering industry standard that requires major tech 
companies like Google, Microsoft's Bing, and DuckDuckGo to combat child abuse material generated by 
artificial intelligence (AI) on their search engines. This code mandates the removal of child abuse material 
from search results and ensures that generative AI tools cannot be used to create deepfake versions of such 
content. The code also obligates companies to develop technologies that help users identify deepfake images 
accessible through their platforms, marking one of the world's first frameworks of its kind. The eSafety 
Commissioner emphasises the importance of addressing these issues at the design and deployment phase 
rather than playing catch-up with emerging AI technology, urging the tech industry to have its "seatbelt 
moment" by proactively addressing these challenges.94 
 
Paedophiles are using artificial intelligence (AI) technology, specifically AI software called Stable Diffusion, to 
create and distribute lifelike child sexual abuse material. Some individuals are accessing these images through 
subscriptions on mainstream content-sharing platforms, such as Patreon. Pixiv, a Japanese social media 
platform, has also been used to promote these abusive images. Although Pixiv is based in Japan, where 
sharing sexualised cartoons and drawings of children is not illegal, it has since banned photo-realistic 
depictions of such content. The makers of these AI-generated abuse images are producing them on an 
industrial scale, with some users aiming to create at least 1,000 images per month. These images are often 
shared and sold through Patreon accounts, with different pricing levels based on the type of material 
requested. Patreon has a "zero tolerance" policy for such content and claims to have identified and removed 
increasing amounts of AI-generated harmful material from its platform. However, this issue highlights the 
challenges and dangers posed by AI in generating explicit content, raising concerns among law enforcement 
agencies and child protection organisations.95 
 

 

92 Summary from an article: Harwell, D. (2023). AI-generated child sex images spawn new nightmare for the web, The Washington 

Post online, released 19/06/2023, available at: https://www.washingtonpost.com/technology/2023/06/19/artificial-intelligence-child-

sex-abuse-images/ (10/09/2023). 
93 See more details: Thiel, D., Stroebel, M., and Portnoff, R. (2023). Generative ML and CSAM: Implications and Mitigations. Stanford 

Digital Repository. Available at: https://doi.org/10.25740/jv206yg3793 (accessed: 04/10/2023). 
94 Summary from an article: Butler, J. (2023). Search engines required to stamp out AI-generated images of child abuse under 

Australia’s new code, The Guardian online, released 07/09/2023, available at: 

https://www.theguardian.com/technology/2023/sep/08/search-engines-required-to-stamp-out-ai-generated-images-of-child-abuse-

under-australias-new-code (accessed: 10/09/2023. 
95 Summary from the article: Crawford, A., Smith, T. (2023). Illegal trade in AI child sex abuse images exposed, BBC News online, 

released: 28/06/2023, available at: https://www.bbc.com/news/uk-65932372 (accessed: 10/09/2023). 

https://www.washingtonpost.com/technology/2023/06/19/artificial-intelligence-child-sex-abuse-images/
https://www.washingtonpost.com/technology/2023/06/19/artificial-intelligence-child-sex-abuse-images/
https://doi.org/10.25740/jv206yg3793
https://www.theguardian.com/technology/2023/sep/08/search-engines-required-to-stamp-out-ai-generated-images-of-child-abuse-under-australias-new-code
https://www.theguardian.com/technology/2023/sep/08/search-engines-required-to-stamp-out-ai-generated-images-of-child-abuse-under-australias-new-code
https://www.bbc.com/news/uk-65932372
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The Internet Watch Foundation (IWF) has called for a focus on the threat posed by artificially generated 
images of child sexual abuse at the UK-hosted global AI summit later this year. While the number of AI images 
of child sexual abuse identified by the IWF remains small, it warns that the potential exists for criminals to 
produce unprecedented quantities of lifelike child sexual abuse imagery, which could normalise the sexual 
abuse of children. Such imagery can make it harder to spot when real children might be in danger, diverting 
attention from helping genuine victims. The IWF advocates legislation to counter the threat posed by AI in 
creating child sexual abuse images.96 
 
The development of AI-generated child sexual material poses significant challenges and ethical dilemmas. 
While such material is abhorrent and illegal, some experts are considering whether AI-generated simulations 
could serve as a harm reduction strategy. The idea is that by providing a less harmful alternative, individuals 
with paedophilic urges may be less likely to seek out real child sexual abuse material. However, this concept 
is highly controversial, and there are concerns about normalizing such behaviour and potential unintended 
consequences. The focus should remain on preventing child exploitation, but discussions about the role of AI 
in this context raise complex ethical questions.97 
 

4.2.6.7 Protection of children against online sexual abuse (Flash Barometer 532)  
 
The European Commission has proposed a regulation to prevent and combat child sexual abuse in response 
to the pervasive issue of child sexual abuse worldwide. The current voluntary system for detecting such abuse 
by companies has proven insufficient. The proposed regulation focuses on prevention and requires providers 
to assess and mitigate the risk of misuse of their services. Detection is considered a last resort measure and 
would be mandatory for services like chat, messaging, gaming, and other online services. To gather public 
opinion on this proposed legislation, a Flash Eurobarometer survey98 was conducted in all 27 EU member 
states between June 28 and July 4, 2023, with over 26,000 interviews conducted online. 
 
Key findings from across all EU MS are: 
- 92% of respondents strongly agreed or rather agreed that children are increasingly at risk online; 
- 73% of respondents thought that the problem of child sexual abuse in their country was very or fairly 

widespread; 
- 78% of respondents strongly supported or supported the legislative proposal; 
- 96% of respondents stated that the ability to detect child abuse was more important or equally important 

than the right to online privacy, with 2% of respondents stating that the right to online privacy was more 
important than the ability to detect child abuse; 

- 89% of respondents strongly supported or supported that service providers use tools to automatically 
detect images and videos already known, even if those tools may interfere with privacy of users; 

- 85% of respondents strongly supported or supported that service providers use tools based on AI to 
detect new child sexual abuse images and videos shared online, even if those tools may interfere with 
privacy of users; 

- 84% of respondents strongly supported or supported that service providers use tools based on AI to 
detect grooming; 

 

96 Summary from the article: Fox, A. (2023). Internet Watch Foundation confirms first AI-generated child sex abuse images, 

Independent online, released 18/07/2023, available at: https://www.independent.co.uk/news/uk/politics/internet-watch-foundation-

rishi-sunak-prime-minister-national-crime-agency-b2377092.html (accessed 10/09/2023). 
97 Summary from an article: Bernstein, D. (2023). Could AI-Generated Porn Help Protect Children?, The Wired, released 22/08/2023, 

available at: https://www.wired.com/story/artificial-intelligence-csam-pedophilia/ (10/09/2023). 
98 In original is called: Flash Eurobarometer 532 Protection of children against online sexual abuse – June-July 2023, conducted by 

Ipsos European Public Affairs at the request of the European Commission, DG Home, coordinated by the European Commission, DG 

COMM 

https://www.independent.co.uk/news/uk/politics/internet-watch-foundation-rishi-sunak-prime-minister-national-crime-agency-b2377092.html
https://www.independent.co.uk/news/uk/politics/internet-watch-foundation-rishi-sunak-prime-minister-national-crime-agency-b2377092.html
https://www.wired.com/story/artificial-intelligence-csam-pedophilia/
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- 87% of respondents strongly supported or supported that service providers detect CSAM and grooming 
in messages (e.g. email and chat) in case of a significant risk on a platform; 

- 83% of respondents strongly supported or supported that service providers detect CSAM and grooming 
in messages using end-to-end encryption in case of a significant risk on a platform.99 

 
It is believed that the above figures and facts can reinforce the need for stakeholders to adopt clear policy 
recommendations through action plans and when introducing innovations into existing work methods or 
processes. 
 

4.2.6.8 We are those children: Statement from the Phoenix 11 
 
In their statement,100 the Phoenix 11, a group of survivors of child sexual abuse, respond passionately to 
academics' criticism of the EU's proposed Child Sexual Abuse Regulation. They express disappointment at the 
lack of survivor consultation in the drafting of the academic joint statement and vehemently reject the idea 
that child sexual abuse and its associated materials cannot be eradicated through regulation. They argue that 
protecting children should always be the priority and that the notion of not enacting legislation due to 
potential criminal adaptability is counterintuitive. The survivors also stress the need to prioritise the privacy 
of victims and survivors in discussions surrounding these regulations and call for accountability from 
technology companies that have failed to prevent the circulation of child sexual abuse materials. They 
urgently urge governments to take action through meaningful legislation to combat this ongoing issue. 
 
The Phoenix 11's statement serves as a heartfelt plea for immediate action, highlighting the lived experiences 
of survivors and the heinous acts committed by child predators. They argue that regulations are essential to 
protect the lives of current and future child victims and emphasise the critical role that governments play in 
enacting change. 
  

 

99 Results taken from: Eurobarometer (2023). Protection of children against online sexual abuse – Summary, report, released July 2023, 

available at: https://europa.eu/eurobarometer/surveys/detail/2656 (accessed: 21/07/2023).  
100 Officially is addressed as: “We are those children: Statement from the Phoenix 11 in response to academics’ criticism of EU’s 

proposed CSAM-blocking policies”, published by Canadian Centre for Child Protection. It is not exactly a study or research, but for 

sure valuable point of people who were sexually abused as children and here is their summarised position. Phoenix 11 and Canadian 

Centre for Child protection (2023). We are those children: Statement from the Phoenix 11 in response to academics’ criticism of EU’s 

proposed CSAM-blocking policies, press release, dated 18 July 2023. Available at: https://protectchildren.ca/en/press-and-

media/news-releases/2023/p11-on-eu-csam-policies (accessed: 03/10/2023). 

https://europa.eu/eurobarometer/surveys/detail/2656
https://protectchildren.ca/en/press-and-media/news-releases/2023/p11-on-eu-csam-policies
https://protectchildren.ca/en/press-and-media/news-releases/2023/p11-on-eu-csam-policies
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5. From facts to legal grounds 
 
Anna and George by highlighting the above trends are also asking a question to everyone in every society: 
what can each of you do to protect us, children, online? And is there anything else we children can do besides 
educating ourselves and raising awareness?  
 
The Internet seems to have no boundaries, which also necessitates its efficient, appropriate and ethical 
governance for the benefit of all users, ICT and related industries, and critical infrastructure. Internet 
penetration and usage will still increase in all of the world’s regions, which will have the huge impact to the 
ICT development in general and on behaviour of individuals, organisations, societies and countries. 
Unfortunately, this will also enable a great impact on society through the internet by criminals and organised 
criminal networks or groups, and their criminal activities.  
 
Very simply one child victim is one too many. Although the figures already presented are compelling, they 
also make clear that there are many more unknown or hidden children, the victims of sexual exploitation and 
abuse that have been and remain most vulnerable. 
 
Therefore, this chapter presents the main legal bases in relation to child protection against sexual abuse and 
exploitation and provides the general insights in their mechanisms. 
 
Before diving into the central documents aiming the significant value for the children’s rights, it is impossible 
to ignore some of the historical milestones in their protection.  
 
In 1924, the League of Nations adopted the Geneva Declaration of the Rights of the Child, a historic document 
that recognised and affirmed for the first time the existence of rights specific to children and the 
responsibility of adults towards well-being of the children. The Geneva Declaration was an early international 
effort to recognise and protect the rights of children.101 In the context of the GRACE project, the Article 4 in 
the Geneva’s Declaration is especially important and it states: “The child must be put in a position to earn a 
livelihood, and must be protected against every form of exploitation.”102  
 
Next significant milestone is the adoption of the Universal Declaration of Human Rights (UDHR) of 1948, 
which does not explicitly define children's rights in a comprehensive manner as previous or later, yet other 
historical documents. However, it does contain several articles and principles that are relevant to the 
protection and well-being of children, and these can be interpreted as benefiting children's rights. Some key 
provisions in the UDHR that are relevant to children include: 
 
- Article 25: This article states that everyone has the right to a standard of living adequate for their health 

and well-being, including food, clothing, housing, and medical care. This provision indirectly benefits 
children by emphasizing the importance of their well-being. 

- Article 26: This article recognises the right to education, which is essential for the development of 
children. 

 

101 Geneva Declaration of the Rights of the Child, 1924, more: https://www.humanium.org/en/geneva-declaration/ (accessed 

18/10/2023). 
102 Geneva Declaration of the Rights of the Child, 1924 –Text, available at: https://www.humanium.org/en/text-2/ (accessed 

18/10/2023). 

https://www.humanium.org/en/geneva-declaration/
https://www.humanium.org/en/text-2/
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- Article 1: The entire declaration emphasises the inherent dignity and equal rights of all individuals, 
including children, which lays the foundation for safeguarding their rights.103 

While the UDHR does not specifically define a comprehensive set of children's rights, it forms the basis for 
later declarations and conventions that provide more detailed and specific rights and protections for children.  
 
Further, the Declaration of the Rights of the Child, adopted in 1959 by the UN General Assembly, serves as a 
critical precursor to the UN Convention on the Rights of the Child and underscores the global commitment 
to ensuring that all children are entitled to certain fundamental rights and protections (ibid.). The latter 
Declaration outlines a set of fundamental rights and principles aimed at safeguarding and promoting the 
well-being of children around the world. Again, while in the context of the GRACE project, the key principles 
could have been related: 
 
- Principle 8: The child shall in all circumstances be among the first to receive protection and relief. 
- Principle 9: (1) The child shall be protected against all forms of neglect, cruelty and exploitation. He shall 

not be the subject of traffic, in any form. (2) The child shall not be admitted to employment before an 
appropriate minimum age; he shall in no case be caused or permitted to engage in any occupation or 
employment which would prejudice his health or education, or interfere with his physical, mental or 
moral development (ibid). 

 
These two principles are focused either on the priority in receiving aid in all situations (see Principle no. 8) or 
on the protection of children against neglect, cruelty, and exploitation (see Principle 9). 
 
The idea and early negotiations for the UN Convention on the Rights of the Child began in the late 1970s and 
early 1980s, with Poland playing a significant role in the initial proposal.104 In 1978, Poland put forward a 
formal proposal to the United Nations for the drafting of an international treaty to protect the rights of 
children.105 This proposal was influenced by the Polish experience and commitment to children's rights, and 
the suggestion has garnered support from various countries and international organisations. Subsequently, 
the UN General Assembly established a working group in 1979 to draft an international treaty on children's 
rights.106 The working group, with input from numerous countries and organisations, worked on the text of 
the convention, which was eventually adopted as the Convention on the Rights of the Child on the 
20/11/1989 and it came into force on 02/09/1990. Therefore, a “Little Constitution of the Children’s 
Rights107” was born and has since been widely ratified108 by the UN member states.  
 
The Convention on the Rights of the Child is a comprehensive and legally binding international treaty that 
outlines a wide range of civil, political, economic, social, and cultural rights for children and sets out the 

 

103 UN Declaration of the Rights of the Child, available at: https://archive.crin.org/en/library/legal-database/un-declaration-rights-

child-1959.html (accessed 18/10/2023). 

 
104 See more in the UN Office of the High Commissioner for Human Rights (2007). Legislative History of the Convention on the Rights 

of the Child, New York & Geneva, available at: https://www.ohchr.org/Documents/Publications/LegislativeHistorycrc1en.pdf 

(accessed: 18/10/2023). 
105 See more: https://www.humanium.org/en/convention/beginnings/ (accessed: 18/10/2023). 
106 See more in the UN Office of the High Commissioner for Human Rights (2007). Legislative History of the Convention on the 

Rights of the Child, New York & Geneva. 
107 The term was coined by main author of this deliverable and used for the first time in 2014. See: Klančnik, A.T. (2014). Ukradeno 

dostojanstvo: spolno zlorabljeni in izkoriščeni otroci nikoli niso nastopali v “otroški pornografiji”. V: Jager Agius, I. (ur.), Otrokove 

pravice v Sloveniji: od normativnih standardov do učinkovitega varstva, Fakulteta za druzbene vede, universe v Ljubljani in Ministrstvo 

za zunanje zadeve R Slovenije, str. 149-171. [In English: Klančnik, A.T. (2014). Stolen Dignity: Sexually Abused and Exploited 

Children Never Appeared in 'Child Pornography'). In: Jager Agius, I. (ed.), Children's rights in Slovenia: from normative standards 

to effective protection, Faculty for Social Sciences, University of Ljubljana & Ministry of Foreign Affairs, Republic of Slovenia, p. 149-

171.] 
108 Signatories: 140, and 196 parties to the convention. Status as at 18/10/2023, 09:15 am EDT. 

https://www.ohchr.org/Documents/Publications/LegislativeHistorycrc1en.pdf
https://www.humanium.org/en/convention/beginnings/
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standards for the protection and well-being of children worldwide. It is considered a landmark document in 
the field of children's rights and has had a profound impact on the protection and promotion of children's 
rights on a global scale. 
 
Later, the three World Congresses against the commercial sexual exploitation of children held in Stockholm 
(1996), Yokohama (2001), and Rio de Janeiro (2008) aimed to address and combat the issue of child sexual 
exploitation on a global scale. Here are the aims and outcomes of each of these congresses: 
 
1. The First World Congress against Commercial Sexual Exploitation of Children, Stockholm, Sweden 

(1996): 
- Aim: The Stockholm Congress sought to raise awareness and build consensus on the issue of child 

sexual exploitation. It aimed to unite governments, NGOs, and international organisations to develop 
a common understanding of the problem and to formulate strategies to combat it. 

- Outcomes: The congress resulted in the Stockholm Declaration and Agenda for Action, which 
provided a framework for governments and organisations to work together to prevent and combat 
the commercial sexual exploitation of children. It helped establish a global commitment to this cause. 

 
2. The Second World Congress against Commercial Sexual Exploitation of Children, Yokohama, Japan 

(2001): 
- Aim: The Yokohama Congress aimed to assess the progress made since the Stockholm Congress and 

to address emerging challenges in combating child exploitation, including the use of the internet for 
this purpose. 

- Outcomes: The Yokohama Global Commitment 2001, also known as the Yokohama Declaration, was 
adopted. It emphasised the need for comprehensive and multidisciplinary approaches to protect 
children from exploitation. The congress also focused on issues related to child labour and child 
trafficking, expanding the scope of the fight against child exploitation. 

 
3. The Third World Congress against Commercial Sexual Exploitation of Children, Rio de Janeiro, Brazil 

(2008): 
- Aim: The Third World Congress aimed to evaluate the progress made since the Yokohama Congress 

and further strengthen international cooperation and commitment to ending the commercial 
exploitation of children. 

- Outcomes: The Rio de Janeiro Declaration was adopted, reaffirming the commitment to protect 
children from sexual exploitation, including child pornography, child prostitution, and child 
trafficking. This congress emphasises the importance of child rights, child participation, and the 
prevention of child exploitation. 

 
These three World Congresses collectively contributed to the global effort to combat the commercial sexual 
exploitation of children. They led to the adoption of international declarations and agreements, mobilised 
governments and organisations, and increased awareness about the issue, ultimately working to create a 
safer and more protective environment for children around the world. 
 
The continuation of the efforts in the international environment brought two initiatives that could be 
understood as follow-up initiatives build upon the work of the above-mentioned world congresses, but not 
necessarily succeeding them.  
 
The first one was the Global Alliance against Child Sexual Abuse Online, launched on 05/12/2012 in Brussels, 
Belgium and it aimed to raise standards worldwide and unite efforts around the world to better combat 
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online sexual crimes against children.109 Just two years later, another one was launched. The #WeProtect 
Children Online was launched on 10-11 December 2014 in London, United Kingdom, and it was primarily 
focused on combating online child sexual exploitation and abuse. It aimed to address the increasing use of 
the internet for the sexual exploitation of children and sought to improve technology, legislation, and 
international cooperation to protect children online.110 
 
In 2015, the Global Alliance against Child Sexual Abuse Online and #WeProtect Children Online merged their 
efforts, recognising the interconnected nature of child sexual exploitation issues, both online and offline. This 
merger aimed to create a comprehensive and coordinated approach to address child exploitation in all its 
forms. 111  A newly established initiative was called We Protect Global Alliance to End Child Sexual Exploitation 
Online, which was agreed at the summit that took place on 16-17 November 2015 in Abu Dhabi, in United 
Arab Emirates.112  
 
Newly activities aiming at protection of children against sexual exploitation and abuse can be observed 
through other initiatives or events, namely: 
- Declaring the 18th of November as the European Day on the Protection of Children against Sexual 

Exploitation and Sexual Abuse, by the Council of Europe, in 2015; 
- Establishing the Fund to End Violence Against Children Global Alliance, in 2016;113 
- Organizing the World Congress “Child Dignity in the Digital World”, in Vatican City, in 2017;114 
- Organizing the Global Summit to tackle Child Sexual Exploitation, in Addis Ababa, Ethiopia, in 2019;115 
- Organizing the Global Summit to Turn the Tide on Child Sexual Abuse Online, in Brussels, Belgium, in 

2022.116 
 
In 2022, the day of 18th of November has been declared by UN as the “World Day for the Prevention of and 
Healing from Child Sexual Exploitation, Abuse, and Violence”, which is now acknowledged every year. The 
objective is to raise international awareness regarding the alarming prevalence of sexual violence against 
children, while also rallying efforts to prevent such violence and provide support for the healing and pursuit 
of justice for survivors. 
 
The efforts of the international community are on-going. 
 

5.1. UN Convention on the Rights of the Child and its Fundamental 
Principles 

 

 

109 More info: https://home-affairs.ec.europa.eu/fight-against-child-sexual-abuse/we-protect-global-alliance-end-child-sexual-

exploitation-online_en (accessed: 19/10/2023). 
110 More info: https://www.gov.uk/government/news/weprotect-fighting-online-child-sexual-exploitation (accessed: 19/10/2023). 
111 More info: https://www.gov.uk/government/publications/weprotect-summit-2015-in-abu-dhabi-supporting-documents and 

https://www.weprotect.org/summit/weprotect-summit-abu-dhabi-2015/ (both accessed: 19/10/2023). 
112 More info: https://home-affairs.ec.europa.eu/fight-against-child-sexual-abuse/we-protect-global-alliance-end-child-sexual-

exploitation-online_en (accessed: 19/10/2023). 
113 More info: https://www.weprotect.org/summit/fund-to-end-violence-against-children-global-alliance-2016/ and https://www.end-

violence.org/who-we-are (both accessed: 19/10/2023). 
114 More info: https://www.childdignity.com/2019-summit (accessed: 19/10/2023). 
115 More info: https://www.weprotect.org/summit/global-summit-to-tackle-child-sexual-exploitation-ethiopia-2019/ (accessed: 

19/10/2023). 
116 More info: https://www.weprotect.org/globalsummit2022/ (accessed: 19/10/2023). 

https://home-affairs.ec.europa.eu/fight-against-child-sexual-abuse/we-protect-global-alliance-end-child-sexual-exploitation-online_en
https://home-affairs.ec.europa.eu/fight-against-child-sexual-abuse/we-protect-global-alliance-end-child-sexual-exploitation-online_en
https://www.gov.uk/government/news/weprotect-fighting-online-child-sexual-exploitation
https://www.gov.uk/government/publications/weprotect-summit-2015-in-abu-dhabi-supporting-documents
https://www.weprotect.org/summit/weprotect-summit-abu-dhabi-2015/
https://home-affairs.ec.europa.eu/fight-against-child-sexual-abuse/we-protect-global-alliance-end-child-sexual-exploitation-online_en
https://home-affairs.ec.europa.eu/fight-against-child-sexual-abuse/we-protect-global-alliance-end-child-sexual-exploitation-online_en
https://www.weprotect.org/summit/fund-to-end-violence-against-children-global-alliance-2016/
https://www.end-violence.org/who-we-are
https://www.end-violence.org/who-we-are
https://www.childdignity.com/2019-summit
https://www.weprotect.org/summit/global-summit-to-tackle-child-sexual-exploitation-ethiopia-2019/
https://www.weprotect.org/globalsummit2022/
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All stakeholders, decision-makers, policy-makers and anyone, who can make big or small changes for the 
well-being of children should follow the fundamental principles,117 defined in the UN Convention on the 
Rights of the Child (UN CRC). It should be noted that a child is a person below the 18 years of age, according 
to Article 1 of the said convention.118 
 
The rights described in UNCRC are defined and focused on children as follows: 
- Non-discrimination (Article 2): All children have all the Convention rights, no matter their personal 

circumstances or situation, and should be treated with respect and dignity.119  
- Best interest of the child (Article 3): How will the decisions by others affect children and their childhood, 

and best approach must be taken into consideration.120  
- Life, survival and development (Article 6): Every child has the right to live, making possibilities for their 

survival and development of their growth.121 
- Respect for opinions (Article 12): Children have the right to give their opinions freely on issues that affect 

them, receive the feedback, and should be taken seriously.122 
 
In practical terms, in relation to tackle sexual exploitation and abuse of children, these fundamental principles 
can be understood, that everyone:   
 
- acknowledge “no child should be left behind,” which correspond to Article 2, by meaning that all solutions, 

decisions or approaches we take, must affect all children without any discrimination; 
- focus its activities “the right way, efficient, professional, ethical, and without causing any harm,” which 

correspond to Article 3, by meaning that all solutions, decisions or approach we take must affect children 
with the best and positive intention; 

- should “safeguard children at every developmental stage during its growing up, including nurture their 
childhood, play, learning, wisdom, and skills,” which correspond to Article 6, by meaning that we must 
protect them from any negative distractions, harms, abuse or other violent behaviour; 

- has a mandate to “hear the voices of children,” which correspond to Article 12, by meaning that we have 
to provide them with the access to correct information, reply to them and engage in active participation in 
matters concerning them (child participation) without any undue delay. 

 

117 The subchapter 5.1 is based on contribution from The Magic of UN CRC Fundamental Principles in Decision-Making Processes 

(draft article TBP soon) on the meaning of these principles and of the necessity of applying all of them simultaneously (by AT 

Klančnik). 
118 Official text Article 1 of UN CRC: “For the purposes of the present Convention, a child means every human being below the age 

of eighteen years unless under the law applicable to the child, majority is attained earlier.” 
119 Official text Article 2 of UN CRC: “(1) States Parties shall respect and ensure the rights set forth in the present Convention to each 

child within their jurisdiction without discrimination of any kind, irrespective of the child's or his or her parent's or legal guardian's 

race, colour, sex, language, religion, political or other opinion, national, ethnic or social origin, property, disability, birth or other 

status. (2) States Parties shall take all appropriate measures to ensure that the child is protected against all forms of discrimination 

or punishment on the basis of the status, activities, expressed opinions, or beliefs of the child's parents, legal guardians, or family 

members.” 
120 Official text Article 3 of UN CRC: “(1) In all actions concerning children, whether undertaken by public or private social welfare 

institutions, courts of law, administrative authorities or legislative bodies, the best interests of the child shall be a primary 

consideration. (2) States Parties undertake to ensure the child such protection and care as is necessary for his or her well-being, taking 

into account the rights and duties of his or her parents, legal guardians, or other individuals legally responsible for him or her, and, 

to this end, shall take all appropriate legislative and administrative measures. (3) States Parties shall ensure that the institutions, 

services and facilities responsible for the care or protection of children shall conform with the standards established by competent 

authorities, particularly in the areas of safety, health, in the number and suitability of their staff, as well as competent supervision.” 
121 Official text Article 6 of UN CRC: “(1) States Parties recognise that every child has the inherent right to life. (2) States Parties 

shall ensure to the maximum extent possible the survival and development of the child.” 
122 Official text Article 12 of UN CRC: “(1) States Parties shall assure to the child who is capable of forming his or her own views the 

right to express those views freely in all matters affecting the child, the views of the child being given due weight in accordance with 

the age and maturity of the child. (2) For this purpose, the child shall in particular be provided the opportunity to be heard in any 

judicial and administrative proceedings affecting the child, either directly, or through a representative or an appropriate body, in a 

manner consistent with the procedural rules of national law.” 
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Fundamental principles should be applied all at once, and in no case should any be omitted. 
 
Additional obligations for every State party to the UN CRC in regard of the aim of GRACE project are 
concretely defined in the following provisions: 

- Article 19 (protecting measures against any violence and harm, including sexual abuse),123  
- Article 34 (protection measures against all forms of sexual exploitation and abuse),124 
- Article 39 (recovery and reintegration of child victim),125 
- And in Article 16 (protection of child’s privacy).126 

 
In brief, these four provisions have to be fundamentally understood to make the best efforts possible to 
protect children against any violence, especially to pay special attention to protection against sexual 
exploitation and abuse so that no child is victimised. In cases that a child is (was) victimised in any form of 
sexual attack on his or her sexual integrity, then all necessary measures (identifying, safeguarding, put in place 
mechanisms, support, information, health care, therapy and social reintegration) must take place efficiently, 
effectively and appropriately for each child, with respect for the individual child’s personal situation in order 
to discover and foster the child’s psychological balance. In addition, it is important that the child’s privacy is 
highlighted on both sides of the coin: one is related to the right to privacy protecting against anything that 
could endanger the proper protection of child’s personal data and information and the other is to safeguard 
the child’s privacy against further dissemination, sharing or distribution of CSAM. These are closely intertwined 
and linked interdependently, one to the other.   
 

5.1.2 Business and Children’s Rights 
 
At this point, since the technology issues are discussed, the solutions are searched and policy 
recommendations presented, it is important to highlight the role of business (private) sector – Internet 
industry and related branches. Does the business sector have anything to do with children’s rights, or it is just 
a domain of the governmental bodies (public sector)? 
 
The answer to this question has been provided by the UN Committee on the Rights of the Child in its General 
comment No. 16 (2013)127 on State obligations regarding the impact of the business sector on children’s 
rights. Among other explanations, the paragraph no. 8 clarifies once for all, and it says: 

 

123 Official text Article 19 of UN CRC: “(1) States Parties shall take all appropriate legislative, administrative, social and educational 

measures to protect the child from all forms of physical or mental violence, injury or abuse, neglect or negligent treatment, 

maltreatment or exploitation, including sexual abuse, while in the care of parent(s), legal guardian(s) or any other person who has the 

care of the child. (2) Such protective measures should, as appropriate, include effective procedures for the establishment of social 

programmes to provide necessary support for the child and for those who have the care of the child, as well as for other forms of 

prevention and for identification, reporting, referral, investigation, treatment and follow-up of instances of child maltreatment 

described heretofore, and, as appropriate, for judicial involvement.” 
124 Official text Article 34 of UN CRC: “States Parties undertake to protect the child from all forms of sexual exploitation and sexual 

abuse. For these purposes, States Parties shall in particular take all appropriate national, bilateral and multilateral measures to 

prevent: (a) The inducement or coercion of a child to engage in any unlawful sexual activity; (b) The exploitative use of children in 

prostitution or other unlawful sexual practices; (c) The exploitative use of children in pornographic performances and materials.” 
125 Official text Article 39 of UN CRC: “States Parties shall take all appropriate measures to promote physical and psychological 

recovery and social reintegration of a child victim of: any form of neglect, exploitation, or abuse; torture or any other form of cruel, 

inhuman or degrading treatment or punishment; or armed conflicts. Such recovery and reintegration shall take place in an environment 

which fosters the health, self-respect and dignity of the child.” 
126 Official text Article 16 of UN CRC: “(1) No child shall be subjected to arbitrary or unlawful interference with his or her privacy, 

family, home or correspondence, nor to unlawful attacks on his or her honour and reputation. (2) The child has the right to the 

protection of the law against such interference or attacks.” 
127 UN Committee on the Rights of the Child, General comment No. 16 (2013) on State obligations regarding the impact of the business 

sector on children’s rights, adopted by the Committee at its 62nd session, on 14 January – 1 February 2013. Document no. CRC/C/GC/16, 
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“The present general comment principally addresses States’ obligations under the Convention and 
the Optional Protocols thereto. At this juncture, there is no international legally binding instrument 
on the business sector’s responsibilities vis-à-vis human rights. However, the Committee recognises 
that duties and responsibilities to respect the rights of children extend in practice beyond the State 
and State-controlled services and institutions and apply to private actors and business enterprises. 
Therefore, all businesses must meet their responsibilities regarding children’s rights and States must 
ensure they do so. In addition, business enterprises should not undermine the States’ ability to meet 
their obligations towards children under the Convention and the Optional Protocols thereto.”  

 
The above general comment can be understood as a strong reminder to the business sector. The answer to 
the main question is positive. The business sector has responsibilities and obligations towards children and 
their rights. Since the children’s rights are part of human rights, businesses are an important element in their 
protection against the sexual abuse and exploitation.  
 
It can be emphasised without any problems that in order to guarantee the rights of children, the business 
sector, companies in Internet industry and related branches are also obliged to contribute responsibly in the 
safety and well-being of the children. 
 

5.2. Europe: International treaties focused on the fight against CSEA 
 
In the pool of numerous international treaties, legal acts, strategic documents and the like, which are or may 
be legally binding, we limit ourselves to main central documents, which have the legal and legitimate value 
in Europe. These are:  
 

1. The Optional Protocol to the UN Convention on the Rights of the Child on the sale of children, child 
prostitution and child pornography (United Nations),128 which extends the measures that States 
Parties should undertake in order to guarantee the protection of children from any form of sexual 
abuse and exploitation. It provides minimum legal standards, investigative assistance and 
international cooperation, adopt measures to protect the rights and interests of child victims, 
adopting relevant policies and programmes, and establishes monitoring mechanisms (providing 
comprehensive information on implementation). 

 
2. The Convention concerning the Prohibition and Immediate Action for the Elimination of the Worst 

Forms of Child Labour, No. 182129 (UN Specialised agency, International Labour Organization): which 
recognises the worst forms of child labour include130 the use, procuring or offering of a child for forced 
prostitution, for the production of sexual explicit material (pornography) or for sexual (pornographic) 
performances. It provides possibilities to eliminate these forms of child labour and mechanisms for 
monitoring. 

 
3. Convention on the Protection of Children against Sexual Exploitation and Sexual Abuse, No. 201  

 

dated on 17 April 2013, Available at: https://www2.ohchr.org/english/bodies/crc/docs/GC/CRC-C-GC-16_en.doc (accessed: 

08/10/2020).  
128 Adopted and opened for signature, ratification and accession by General Assembly resolution A/RES/54/263 of 25 May 2000, 

entered into force on 18 January 2002. Available at: https://www.ohchr.org/en/professionalinterest/pages/opsccrc.aspx (accessed: 

12/10/2020). 
129 Adopted by General Conference of the International Labour Organization, on its 87th session on 17 June 1999, entered into force 

on 19 November 2000. Available at: https://www.ilo.org/dyn/normlex/en/f?p=NORMLEXPUB:12100:0::NO::P12100_ILO_CODE: 

C182 (accessed: 12/10/2020). 
130 We limited to the scope that is related to the GRACE project only. 

https://www2.ohchr.org/english/bodies/crc/docs/GC/CRC-C-GC-16_en.doc
https://www.ohchr.org/en/professionalinterest/pages/opsccrc.aspx
https://www.ilo.org/dyn/normlex/en/f?p=NORMLEXPUB:12100:0::NO::P12100_ILO_CODE:%20C182
https://www.ilo.org/dyn/normlex/en/f?p=NORMLEXPUB:12100:0::NO::P12100_ILO_CODE:%20C182
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(Council of Europe):131 as the first instrument to establish the various forms of sexual abuse of children 
as criminal offences, outlines preventive measures, monitoring measures for offenders, establishes 
programmes to support victims and encourages reporting mechanisms, international cooperation etc. 
It highlights also the importance of education about information and communication technologies, 
encouraging participating private sector to establish policies to prevent CSA/CSE, criminalises certain 
acts when ICT is used to commit CSA/CSE, encourages state authorities to take relevant measures to 
efficiently use ICT for investigation purposes to identify offenders and safeguard children, and 
establishes monitoring mechanisms.  
 

4. Convention on Cybercrime, No. 185 (Council of Europe):132 as the first international treaty on crimes 
committed via the Internet and other computer networks, dealing besides with infringements of 
copyright, computer-related fraud, and violations of network security, also with online CSAM/CSEM. 
Its main objective is to pursue a common criminal policy aimed at the protection of society against 
cybercrime, especially by adopting appropriate legislation and fostering international co-operation. 
 

5. Second Additional Protocol133 to the Convention on Cybercrime on enhanced co-operation and 
disclosure of electronic evidence, No. 224 (Council of Europe). It aims to enhance international 
cooperation in combating cybercrime, streamline the process of obtaining electronic evidence for 
investigations, establish safeguards to prevent misuse of investigative powers, provide tools for 
urgent cooperation in critical situations, promote government-to-government collaboration, protect 
personal data transferred under its measures and support a free and secure internet in the face of 
evolving cyber threats. The tools under this protocol are: direct requests to registrars in other 
jurisdictions to obtain domain name registration information, direct co-operation with service 
providers in other jurisdictions to obtain subscriber information, more effective means to obtain 
subscriber information and traffic data through government-to-government co-operation, 
expeditious co-operation in emergency situations, joint investigation teams and joint investigations, 
video conferencing and as explained by COE134 a strong system of human rights and rule of law 
safeguards, including for the protection of personal data. In essence, it seeks to modernise efforts to 
combat cybercrime, ensuring efficient cooperation, while safeguarding individual rights and online 
freedoms.  
 

6. Directive 2011/93/EU135 of the European Parliament and of the Council of 13 December 2011 on 
combating the sexual abuse and sexual exploitation of children and child pornography, and 
replacing Council Framework Decision 2004/68/JHA (European Union). It aims at improving the 
protection of children from sexual abuse and exploitation, while EU MS have to adopt prevention 
measures, protect child victims, and investigate and prosecute offenders. Among others, it introduces 
extraterritorial jurisdiction for offenders who are nationals, so that they can also be prosecuted in 
their country for sexual crimes against children they commit abroad; ensures that effective 
investigative tools must be available to the police, such as those used against organised and serious 
crime, and special units must be set up to identify victims on CSEM/CSAM. It also provides the legal 
basis to ensure the prompt removal of web pages containing or disseminating CSAM/CSEM, or to 
make decisions to block access to users in their territory to such web pages.  

 

131 Known as Lanzarote Convention, Treaty was opened for signature on 25 October 2007, entered into force on 1 July 2010. Available 

at: https://www.coe.int/en/web/conventions/full-list/-/conventions/rms/0900001680084822 (accessed: 12/10/2020). 
132 Known as Budapest Convention. Treaty was open for signature on 23 November 2001, entered into force on 1 July 2004. Available 

at: https://www.coe.int/en/web/conventions/full-list/-/conventions/rms/0900001680081561 (accessed: 12/10/2020). 
133 More information: https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=224 (accessed: 03/10/2023). 
134More information: https://www.coe.int/en/web/cybercrime/second-additional-protocol (accessed: 03/10/2023). 
135 EU MS had to implement this directive into national legislation by 18 December 2013. Published in Official Journal of the EU, no. 

L 335, dated 17 December 2011. Available at: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32011L0093 (accessed: 

12/10/2020). 

https://www.coe.int/en/web/conventions/full-list/-/conventions/rms/0900001680084822
https://www.coe.int/en/web/conventions/full-list/-/conventions/rms/0900001680081561
https://www.coe.int/en/web/conventions/full-list?module=treaty-detail&treatynum=224
https://www.coe.int/en/web/cybercrime/second-additional-protocol
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A32011L0093
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7. Regulation (EU) 2021/1232 of the European Parliament and of the Council of 14 July 2021 on a 

temporary derogation from certain provisions of Directive 2002/58/EC as regards the use of 
technologies by providers of number-independent interpersonal communications services for the 
processing of personal and other data for the purpose of combating online child sexual abuse 
(European Union).136 It sets forth temporary and limited rules deviating from certain obligations 
outlined in ePrivacy Directive.137 Its primary aim is to enable specific providers of number-
independent interpersonal communications services to use specific technologies for processing 
personal and other data, strictly for the purpose of identifying and removing online CSAM and 
reporting it, while ensuring compliance with GDPR.138 The Regulation applies only to certain 
communications services, excludes audio scanning, and imposes strict conditions for data processing, 
including proportionality and privacy safeguards. It also mandates reporting and oversight 
mechanisms. The Regulation further requires guidelines from the European Data Protection Board, 
outlines judicial remedies for users, designates supervisory authorities, and establishes a public list of 
organisations combating CSA. Providers and EU MS are obligated to report statistics on abuse cases, 
and the Commission must prepare an implementation report by August 2023. This Regulation took 
effect on 2 August 2021 and applies until 3 August 2024. 

 
8. Regulation (EU) 2022/991139 of the European Parliament and of the Council of 8 June 2022 amending 

Regulation (EU) 2016/794, as regards Europol’s cooperation with private parties, the processing of 
personal data by Europol in support of criminal investigations, and Europol’s role in research and 
innovation (European Union). The updated so-called Europol Regulation brought significant changes 
to strengthen Europol's role in combating serious and organised crime and terrorism in the EU. Key 
amendments include enhanced support for criminal investigations, where Europol gains the ability to 
process personal data without Data Subject Categorization (DSC) when necessary for ongoing criminal 
investigations, especially for complex datasets, with outlined conditions for pre-existing data. 
Additionally, Europol is empowered to engage in research and innovation efforts, enabling support to 
EU Member States in adopting emerging technologies and developing common technological 
solutions like artificial intelligence, subject to strict data protection safeguards. The Regulation also 
facilitates cooperation with private parties, allowing Europol to directly receive data from them, 
particularly in online crisis situations and cases involving child sexual abuse material dissemination. 
Europol is further enabled to support EU Member States in processing data from third countries or 
international organisations for entry into the Schengen Information System (SIS). The Executive 
Director of Europol may propose the initiation of national investigations into crimes affecting a 
common Union interest, with the decision left to national authorities. An independent Fundamental 
Rights Officer (FRO) is introduced alongside the existing Data Protection Officer (DPO) at Europol, and 
the oversight functions of the European Data Protection Supervisor (EDPS) are strengthened to ensure 
compliance with data protection regulations.  
Specifically, in relation to children protection against sexual exploitation and abuse Article 26b140 
allows Europol to receive and process personal data directly from private parties to combat the online 
dissemination of child sexual abuse material. It outlines provisions for the transfer and transmission 
of such data, with strict safeguards to protect fundamental rights. Europol can also request EU MS to 

 

136 Regulation is available here: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex:32021R1232 (accessed: 03/10/2023).  
137 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of personal data 

and the protection of privacy in the electronic communications sector.  
138 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of natural persons with 

regard to the processing of personal data and on the free movement of such data, and repealing Directive 95/46/EC (General Data 

Protection Regulation). 
139 Europol Regulation Recast is available here: https://eur-lex.europa.eu/eli/reg/2022/991/oj (accessed: 03/10/2023). 
140 The title of this provision is “Exchange of personal data with private parties to address the online dissemination of online child 

sexual abuse material.” 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex:32021R1232
https://eur-lex.europa.eu/eli/reg/2022/991/oj
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obtain and share relevant data from private parties within their territories. Detailed records of data 
transfers must be maintained and shared with the European Data Protection Supervisor upon request, 
and if the data affects a Member State's interests, Europol must inform the respective national unit 
promptly. 

 
9. Regulation (EU) 2022/2065141 of the European Parliament and of the Council of 19 October 2022 on 

a Single Market For Digital Services and amending Directive 2000/31/EC, known also as Digital 
Services Act (European Union). DSA is aimed at creating a safer online environment, with a particular 
emphasis on protecting children and combating illegal content. The primary goal of this regulation is 
to establish harmonised rules for intermediary services, fostering a secure, predictable, and 
trustworthy online space that safeguards fundamental rights, including consumer protection. It 
introduces responsibilities and accountability measures for a wide range of online service providers, 
such as social media, content-sharing platforms, and online marketplaces, with special provisions for 
very large online platforms and search engines. Key aspects of the DSA include measures to combat 
illegal content, such as CSAM and hate speech, greater transparency in content moderation and 
advertising practices, and safeguards to protect minors online. It also empowers users and civil society 
to challenge content moderation decisions and access data for research and oversight. Moreover, the 
regulation reinforces supervision and enforcement through digital services coordinators and the 
European Board for Digital Services. The aim is to create a balanced online environment that respects 
freedom of expression while effectively addressing the dissemination of illegal content, with an 
overarching focus on protecting the rights and interests of all parties involved, particularly EU citizens 
and children.  

 
10. Proposal for a Regulation142 of the European parliament and of the Council laying down harmonised 

rules on artificial intelligence (Artificial Intelligence Act) and amending certain union legislative acts 
(European Union). The "Artificial Intelligence Act" proposal in the EU aims to regulate AI technology, 
balancing its economic and societal benefits with associated risks while ensuring compliance with EU 
values and fundamental rights. The proposal, responding to calls for legislative action, focuses on 
safety, legal compliance, innovation support, and governance. It defines AI, prohibits harmful 
practices, and sets rules for high-risk AI systems, with enforcement at the Member State level. The 
proposal particularly emphasises the protection of children and minors from AI systems that could 
manipulate their behaviour or exploit their vulnerabilities, including prohibitions on harmful AI 
practices. It also restricts the use of real-time remote biometric identification systems for law 
enforcement purposes, with exceptions in specific circumstances. Overall, the proposal aims to 
regulate AI effectively, promoting its benefits while mitigating risks and ensuring alignment with EU 
values and rights, with a strong focus on protecting children. 
The legislative procedure is on-going.  

 
11. Proposal for a Regulation of the European parliament and of the Council laying down rules to 

prevent and combat child sexual abuse (European Union). The European Commission143 has 
introduced EU legislation to combat online child sexual abuse, prompted by a staggering 85 million 
reported cases worldwide in 2021, worsened by a 64% rise during the COVID-19 pandemic. The 
current voluntary reporting system by online providers has been inadequate, necessitating new rules. 

 

141 DSA is available here: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32022R2065&qid=1696339439479 

(accessed: 03/10/2023). 
142 The proposal is available here: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206 (accessed: 

03/10/2023). 
143 Summary is made from: European Commission (2022). Fighting child sexual abuse: Commission proposes new rules to protect 

children, press release (11 May 2022), available at: https://ec.europa.eu/commission/presscorner/detail/en/ip_22_2976 (accessed: 

03/10/2023). 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:32022R2065&qid=1696339439479
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52021PC0206
https://ec.europa.eu/commission/presscorner/detail/en/ip_22_2976
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These rules mandate providers to detect, report, and remove child sexual abuse content and establish 
robust safety conditions. 
The proposed regulation has two core components. First, it compels providers to address known and 
new child sexual abuse material and solicitation of children, regardless of technology used. Second, it 
creates the EU Centre on Child Sexual Abuse as a decentralised agency. The EU Centre will support 
providers by offering reliable information, verifying reports, and aiding victims. The legislation 
mandates risk assessments, targeted detection, and robust safeguards, including reporting 
obligations and effective removal measures. App stores must prevent child access to grooming apps, 
and oversight mechanisms ensure proper implementation, protecting all parties and preventing 
abuse material re-emergence.  
The term “online child sexual abuse” covers known material, new material likely to be abuse, and 
solicitation of children for sexual purposes, addressing past and preventing future abuse while 
respecting privacy and data protection rights. What is meant with the “child sexual abuse material” 
and “solicitation of children” is referred to the provisions in the Directive against Child Sexual 
Abuse,144 such as Article 2, points (c) and (e), respectively for the CSAM, and Article 6 for the 
solicitation.145 
The European Parliament Intergroup on Children's Rights lauded a ground-breaking EU legislative 
proposal to combat child sexual exploitation and abuse,146 which mandates online communication 
service providers to detect and remove such content. The EU acknowledged the necessity for a unified 
response to tackle the global rise in online child sexual exploitation. The proposal also introduces an 
independent EU Centre to counter and prevent child sexual exploitation, prioritizing victim support 
and aiding law enforcement. This legislation sets a precedent for stricter global regulations against 
child sexual exploitation. 
The proposal to combat child sexual abuse online, criticised for privacy and surveillance concerns by 
Pingen (2022), has faced objections. Detractors argue that imposing obligations on online service 
providers to detect and remove such material may lead to unintended consequences. These 
obligations extend to various communication services, raising privacy and surveillance apprehensions. 
While the proposal targets child protection, concerns about privacy and potential overreach persist, 
underlining the challenge of balancing these societal objectives (Pingen, 2022).147  
A clash between child protection advocates and privacy preservation proponents is evident in this 
Politico.eu article.148 Supporters of automatic detection, including some EU lawmakers and a US actor, 
argue for its effectiveness in combating online child sexual abuse. They maintain that these tools rely 

 

144 See Directive 2011/93/EU of the European Parliament and of the Council of 13 December 2011 on combating the sexual abuse and 

sexual exploitation of children and child pornography, and replacing Council Framework Decision 2004/68/JHA.  
145 Article 2, points (c) and (e), respectively for the CSAM in a/m Directive defines:  

(c) ‘child pornography’ means (i) any material that visually depicts a child engaged in real or simulated sexually explicit conduct; (ii) 

any depiction of the sexual organs of a child for primarily sexual purposes;(iii) any material that visually depicts any person appearing 

to be a child engaged in real or simulated sexually explicit conduct or any depiction of the sexual organs of any person appearing to be 

a child, for primarily sexual purposes; or (iv) realistic images of a child engaged in sexually explicit conduct or realistic images of the 

sexual organs of a child, for primarily sexual purposes; […]  

(e) ‘pornographic performance’ means a live exhibition aimed at an audience, including by means of information and communication 

technology, of: (i) a child engaged in real or simulated sexually explicit conduct; or (ii) the sexual organs of a child for primarily sexual 

purposes. 

Article 6 defines a solicitation of children for sexual purposes as the [intentional] proposal, by means of ICT, by an adult to meet a 

child who has not reached the age of sexual consent, for the purpose of committing any of the offences referred to in Article 3(4) 

[engaging in sexual activities with a child] and Article 5(6) [production of CSAM, or currently as production of ‘child pornography’], 

where that proposal was followed by material acts leading to such a meeting. 
146 Child Rights Intergroup, 11 May 2022, Historical achievement for children in the EU and beyond: new EU Legislative proposal to 

combat and prevent child sexual abuse. Entire text available here: https://www.childrightsmanifesto.eu/historical-achievement-for-

children-in-the-eu-and-beyond-new-eu-legislative-proposal-to-combat-and-prevent-child-sexual-abuse/ (accessed: 04/10/2023). 
147 There are numerous articles and sources on this CSA EU Regulation proposal, we decided to use one to balance the topic from 

different angles. See also the statements of Phoenix 11 in chapter 4.2.5 and the stories of CSA survivors throughout this Deliverable. 
148 Vinocur, N. (2020). Europe’s thermonuclear debate on privacy and child sexual abuse, article published 20/11/2020. Available at: 

https://www.politico.eu/article/europes-thermonuclear-debate-on-privacy-and-child-sexual-abuse-2/ (accessed: 03/10/2023).  

https://www.childrightsmanifesto.eu/historical-achievement-for-children-in-the-eu-and-beyond-new-eu-legislative-proposal-to-combat-and-prevent-child-sexual-abuse/
https://www.childrightsmanifesto.eu/historical-achievement-for-children-in-the-eu-and-beyond-new-eu-legislative-proposal-to-combat-and-prevent-child-sexual-abuse/
https://www.politico.eu/article/europes-thermonuclear-debate-on-privacy-and-child-sexual-abuse-2/
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on non-content understanding algorithms and only flag material for human review based on specific 
criteria. Given the growing issue of child sexual exploitation online, especially during the pandemic, 
they advocate for these practices to continue. Conversely, critics, including privacy activists, certain 
EU lawmakers, and the EU's top privacy regulator, argue that automatic scanning, especially of text 
exchanges, infringes on privacy rights and lacks a strong legal basis. They fear it could set a precedent 
for content removal without clear legal grounds and potentially affect harmless content. Some 
lawmakers favour an approach aligned with the GDPR and seek clearer definitions in the proposed 
law (ibid). 
The ChildSafetyON149 addresses misconceptions regarding European laws on CSAM on its website.150 
Detection technology significantly contributes to curbing CSAM, functioning as part of a broader 
toolkit. In 2021, reduced detection led to fewer reports despite an increase in abusive material after 
the removal of legal requirements. These technologies do not engage in mass surveillance or message 
reading but flag suspected CSAM, subject to human review or digital fingerprint comparison. The 
proposed EU legislation includes transparency and oversight safeguards by national courts and data 
protection authorities. These technologies avoid flagging innocent images and focus on known CSAM. 
Additionally, the EU Centre will provide specialised technology for child sexual abuse detection, with 
use subject to case-by-case approval to prevent misuse (ibid). 
The Council of the EU has proposed a compromised text, Euractiv151 reported, in order to prevent the 
dissemination of CSAM, online and offline. It introduces a Victims and Survivors Board, comprising 
individuals selected based on expertise, personal experience, and independence, with a mandate of 
up to four years, renewable twice. The board's duties include aiding competent authorities, engaging 
in victims' European networks, and providing support to survivors. This initiative underscores a 
dedication to involving survivors in the battle against child sexual abuse and ensuring their voices and 
experiences are integral in implementing these measures (ibid). 
The legislative procedure is on-going.152  

 
12. Proposal of the UN Convention153 on Countering the Use of Information and Communications 

Technologies for Criminal Purposes (United Nations). The UN State Parties are in the process of 
negotiating a new UN cybercrime convention. This decision was made based on the UN General 
Assembly's resolution no. 75/282, dated on 26 May 2021. The UNGA made the decision to create an 
international convention to address the use of ICT for criminal purposes on 27 December 2019, 

 

149 ChildSafetyON is a campaign led by a coalition of over 40 child rights organizations with the goal of increasing awareness about 

the urgent need to protect children in the evolving digital landscape. This coalition includes the European Child Sexual Abuse 

Legislation Advocacy Group (ECLAG) Steering Group. Their shared mission is to protect children from sexual abuse and exploitation 

online through partnerships and collaboration among NGOs, government agencies, private sector organizations, and civil society. They 

advocate for a comprehensive approach that ensures the safety of all children in the online environment. More: 

https://www.childsafetyineurope.com/who-we-are/ (accessed: 04/10/2023). 
150 See for more: https://www.childsafetyineurope.com/facts/ (accessed: 04/10/2023). 
151 Tar, J. (2023). Child sexual abuse material: EU Council proposes survivors’ board, Euractive.com, published 08/05/2023. Available 

at: https://www.euractiv.com/section/law-enforcement/news/child-sexual-abuse-material-eu-council-proposes-survivors-board/ 

(accessed: 04/10/2023). 
152 Upon the public release of the proposal, it ignited a fervent and polarised response in the media. Heated debates and intense 

discussions, both in favour and against the regulatory proposal, unfolded. Notably, even professionals and academics, individuals with 

diverse expertise backgrounds, find themselves at odds over the issue. The random selection of the articles and sources included here 

aims to provide a rounded view of the arguments from various perspectives. It is essential to emphasise that these selections do not 

endorse any specific stance but rather seek to offer a comprehensive overview of the discourse in European society surrounding the 

regulatory proposal. This divergence of opinions underscores the complexity of the matter and the importance of a balanced and 

informed dialogue. 

The information and views set out under the articles are those of the author(s) and do not necessarily reflect the official opinion of the 

partners in the GRACE project consortium. 
153 The draft version as of 01/09/2023 is available here: 

https://www.unodc.org/documents/Cybercrime/AdHocCommittee/6th_Session/DTC/DTC_rolling_text_01.09.2023_PM.pdf 

(accessed: 04/10/2023). For the summarizing purposes, we used also the version no. A/AC.291/22, dated as of 29/05/2023, in any case 

we avoided to discuss anything what have the UN state parties contributed in the negotiation process.  

https://www.childsafetyineurope.com/who-we-are/
https://www.childsafetyineurope.com/facts/
https://www.euractiv.com/section/law-enforcement/news/child-sexual-abuse-material-eu-council-proposes-survivors-board/
https://www.unodc.org/documents/Cybercrime/AdHocCommittee/6th_Session/DTC/DTC_rolling_text_01.09.2023_PM.pdf
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through a resolution no. 74/247; this one established an Ad Hoc Committee to develop a 
comprehensive international convention. While there are various conventions that address the use 
of ICTs for criminal purposes or cybercrime, there is currently no legally binding UN instrument 
specifically dedicated to this subject. The UN explained that the development of the UN cybercrime 
convention will take existing international instruments and efforts at many levels into account, 
including the outcomes of the open-ended intergovernmental Expert Group that conducts a 
comprehensive study on cybercrime by the subsidiary body of the UN Commission on Crime 
Prevention and Criminal Justice.154 The elements for the structure of this future convention shall 
consist of preamble, (1) general provisions, (2) criminalization, (3) procedural measures and law 
enforcement, (4) international cooperation, (5) technical assistance, including exchange of 
experience, (6) preventive measures, (7) mechanism of implementation and (8) final provisions.155  
The aim of the so-called UN Cybercrime Convention [draft] per currently Article 1 is to enhance the 
prevention and combatting of cybercrime, facilitate international cooperation, and provide technical 
assistance, particularly to developing nations, while promoting the exchange of information and good 
practices.  
To focus more on the protection of children, the draft convention is defining a child as any human 
being under eighteen years of age, otherwise it currently has four provisions under the second chapter 
about criminalization. They are titled as: Offences related to online child sexual abuse or child sexual 
exploitation material156 (currently Article 13), Solicitation of a child for sexual purposes through [a 
computer system] or [an information and communications technology device] (currently Article 14), 
Non-consensual dissemination of intimate images (currently Article 15) and new proposal as 
Encouragement of or coercion to suicide (Article 15 ter).  
First of these provisions, Article 13 outlines the necessary measures for each State Party to establish 
criminal offenses related to online CSA or CSEM. These offenses include producing, distributing, 
soliciting, possessing, and financing such material through computer systems or ICT devices. The 
definition of "child sexual abuse or child sexual exploitation material" is provided, encompassing 
various forms of explicit content involving children. State Parties may limit the material to depict real 
children or explicitly abusive content. The article emphasises not criminalizing children for self-
generated explicit material and requires appropriate safeguards for accused children, in line with their 
rights under the UN Convention on the Rights of the Child and its Protocols. The Article 14 mandates 
State Parties to enact laws criminalizing intentional solicitation of a child for sexual purposes through 
computer systems or ICT devices. Adults who communicate, solicit, or arrange such activities with a 
child are subject to legal penalties. Some State Parties may require an act in furtherance of the 
communication. Article 15 requires State Parties to establish criminal offenses for the non-consensual 
dissemination of intimate images through computer systems or ICT devices. Such actions, including 
offering, selling, distributing, transmitting, or publishing intimate images of a person without their 
consent, are criminalised. The definition of "intimate image" is provided, encompassing visual 
recordings involving nudity, exposure of genital organs, sexual activity, or circumstances implying a 
reasonable expectation of privacy. Some States may require the intent to cause harm for criminal 
liability to apply. Newly proposed provision (currently as Article 15 ter) requires State Parties to 
criminalise the encouragement or coercion of suicide, including children, through the use of 
information and communications technology, and compels service providers to make such content 
inaccessible.  

 

154 Taken from: https://www.unodc.org/documents/Cybercrime/AdHocCommittee/Website/FAQ_on_AHC_September_2023.pdf 

(accessed: 04/10/2023). 
155 More details here: https://www.unodc.org/documents/Cybercrime/AdHocCommittee/Website/Convention_Structure.pdf (accessed: 

04/10/2023). 
156 In the draft text of the UN Cybercrime convention (status as of 1 September 2023), in several amendments made by Member States 

we observed the term “child pornography”. It is a term that the expert groups either reject or a term that experts reject or abandon its 

use, as it is at least degrading to victims and survivors of child sexual abuse.  

https://www.unodc.org/documents/Cybercrime/AdHocCommittee/Website/FAQ_on_AHC_September_2023.pdf
https://www.unodc.org/documents/Cybercrime/AdHocCommittee/Website/Convention_Structure.pdf
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Furthermore, it focuses also on providing assistance and protection to victims, it gives special 
emphasis on children (currently in Article 34). This provision requires each State Party to take 
measures to assist and protect victims of offenses covered by the Convention, especially when there 
is a threat of retaliation or intimidation; it mandates the establishment of procedures for victims to 
access compensation and restitution. Regarding children, the current Article 34 emphasises that the 
views and concerns of child victims should be heard and considered during criminal proceedings 
against offenders, ensuring they do not prejudice the rights of the defence. For offenses related to 
CSAE (Article 13 and 15), State Parties must take all feasible measures to provide comprehensive 
assistance to child victims, including their social reintegration and full physical and psychological 
recovery, in cooperation with international organisations, NGOs, and civil society. The article stresses 
that State Parties should consider the age, gender, and specific circumstances and needs of child 
victims when implementing these measures and lastly, it highlights the importance of complying with 
requests to remove or make inaccessible CSA/CSEM content. 
Finally, there is a provision (currently Article 53) that among others also emphasises child-centric 
preventive measures against cybercrimes, encouraging states to engage stakeholders, raise 
awareness, and promote child safety online through education, public participation, and support 
programs. 
However, there have been numerous amendments and comments from countries and organisations 
worldwide. The negotiations and procedure for its adoption are currently on-going. 

 
All of the above documents157 provide or will provide a legal basis for the fight against sexual abuse and 
exploitation of children, on condition that the countries (State Parties, Member States) have either ratified 
them or implemented them into national legislation and then enforce those laws. On the other hand, there 
is also a need to highlight possible gaps. In general, it is worth to mention that neither Lanzarote Convention 
nor Budapest Convention have been updated to address some of the more recent technical developments 
and close existing gaps. The 2nd Additional Protocol to the Convention on Cybercrime on enhanced co-
operation and disclosure of electronic evidence highlights the procedural matters in faster exchange of 
information, evidence and data, while it does not address technological evolutions, e.g. other-verses, 
artificial intelligence, the use of non-fungible tokens etc.  
 
On one hand the technological development, improvements and innovations go in a positive direction, on 
the other are the individuals or organised criminal networks or groups that exploit the humankind’s progress 
not just negatively, but also in the worst possible manner against the vulnerable communities such as 
children and children with disabilities. The technology is exploited to cause severe violation of children’s 
rights, when their privacy, intimacy and well-being is attacked through sexual crimes against them. In addition 
to this, the technological progress also continues with the emergence of new technologies, techniques and 
solutions (e.g. Artificial Intelligence). 
 
The intentions of technology developers, for example of TOR, PhotoDNA and encryption are far from what 
the current reality of their use is in the CSE arena. Current discussions about dark net brings many thoughts 
about criminal underground activities, use of PhotoDNA in some circles is understood as a breach of the 
rights to privacy and applying end-to-end encryption to user communications across social networking 
platforms by default is heralded as an achievement for privacy protection while providing a “safe haven” for 
sexual offenders and other criminal groups. In regard to artificial intelligence, strong ethical and legal 
questions also arise. Whether AI will become a new solution in the fight against sexual abuse and exploitation 
of children, how effective can it be, can be considered as challenging questions. They would for sure need 
more space for the discussion, but at least these questions were brought up to light. 

 

157 When it comes to regulations, there's a straightforward rule: they must go through the legislative process in the European Parliament 

because a "regulation" is a binding legislative act, and it applies uniformly across the EU. 
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The examples presented above are strong indicators that efficient policy recommendations must be addressed 
to properly tackle CSE online.  
 

5.3. Europe and the main strategies to protect children from sexual abuse 
and sexual exploitation  

 
The central documents that have a significant value in European continent and that comprehensively address 
the protection of children from all forms of sexual exploitation and sexual abuse are introduced in the 
subchapters below.  
 

5.3.1 United Nations 
 
The UN Department of Economic and Social Affairs has introduced the core point for sustainable development 
across the world (quote):  
 

“The 2030 Agenda for Sustainable Development, adopted by all United Nations Member States in 2015, 
provides a shared blueprint for peace and prosperity for people and the planet, now and into the future. 
At its heart are the 17 Sustainable Development Goals (SDGs), which are an urgent call for action by all 
countries - developed and developing - in a global partnership. They recognise that ending poverty and 
other deprivations must go hand-in-hand with strategies that improve health and education, reduce 
inequality, and spur economic growth – all while tackling climate change and working to preserve our 
oceans and forests.”158 

 
The SDGs that the GRACE project focuses on fulfilling by aiming at improving responses against sexual 
exploitation and abuse of children, are: 
 
a) SDG no. 5: Achieve gender equality and empower all women and girls, with at least these targets:  

 
- 5.1 End all forms of discrimination against all women and girls everywhere; 
- 5.2 Eliminate all forms of violence against all women and girls in the public and private spheres, including 

trafficking and sexual and other types of exploitation; 
- 5.3 Eliminate all harmful practices, such as child, early and forced marriage and female genital mutilation; 
- 5.B Enhance the use of enabling technology, in particular information and communications technology, 

to promote the empowerment of women; 
- 5.C Adopt and strengthen sound policies and enforceable legislation for the promotion of gender equality 

and the empowerment of all women and girls at all levels. 
 
The targets under SDG no. 5 in its connectivity to the GRACE project has to be understood in wider context. 
Gender inequality, discrimination and any kind of violence against women and girls are leading into other 
forms of degrading and harmful behaviour including the objectification. The devolving of that behaviour into 
grave sexual exploitation and abuse, is part of a cycle of violence. The dynamic of that cycle is an increasing 
intensity if it is not interrupted. In some cases, it can lead to life-threatening humiliations, attacks on human 
life, including suicides, so-called honour killings and other murders. 
 
For an example – forced child marriages might have nothing to do with sexual violence at first glance. But 
many organisations, such as CIOS Safeguarding Children Partnership (CIOS-SCP) are warning they show that 

 

158 The text of this paragraph was taken from https://sdgs.un.org/goals (accessed: 16/12/2020). 

https://sdgs.un.org/goals
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children forced into these marriages are likely to suffer significant harm through physical, sexual or emotional 
abuse, have a negative impact on a child's health and development, can result in sexual violence including 
rape. The CIOS-SCP also stated, if a child is forced to marry, the child may be taken abroad for an extended 
period of time, which could amount to child abduction, and would be absent from school. The later would 
result in the loss of educational and possibly future employment opportunities. Even if the child is not taken 
abroad, they are likely to be taken out of school to ensure that they do not talk about their situation with their 
peers (ibid.).159 Similar interrelated forms of violence can also be detected in cases of FGM, domestic violence, 
cyber-violence and many others. 
 
b) SDG no. 16: Promote just, peaceful and inclusive societies, with at least these targets: 

  
- 16.1 Significantly reduce all forms of violence and related death rates everywhere;  
- 16.2 End abuse, exploitation, trafficking and all forms of violence against and torture of children; 
- 16.3 Promote the rule of law at the national and international levels and ensure equal access to justice 

for all. 
 
The targets under SDG no. 16 in regard to the GRACE project have to be understood in the proper context. 
Target 16.1 is specifically meant to address violence including sexual violence, target 16.2 is fully focused on 
this aspect while target 16.3 is more focused on the effectiveness of reporting mechanisms.  
 
It is well understood that all other SDGs relating to eliminating poverty and hunger, improving health and well-
being, delivering clean water are also of great importance and indirectly apply to the aim of the GRACE project 
in the broader humanitarian context.  
 

5.3.2 Council of Europe  
 
The Council of Europe Strategy for the Rights of the Child (2016-2021), identified five priority areas for all its 
(then) 47 member states160 to guarantee the rights of the child. These priorities were:  
a) Equal opportunities for all children to have the right to an adequate standard of living and to appropriate 

social and economic protection; 
b) Participation of all children, as they have the right to be heard and participate in decisions affecting them 

(views should be given due respect in the development, implementation and evaluation of child-related 
laws, policies and actions); 

c) A life free from violence for all children, which means that member states must guarantee that children 
are protected against all forms of violence, including sexual abuse and exploitation; 

d) Child-friendly justice for all children, since many children come into contact with the justice system in 
different ways, and justice systems in Europe have to adapt their work to the specific needs of children and 
primarily their best interest;  

e) Rights of the child in the digital environment are crucial since the Internet has become an integral part to 
children’s lives. They have the right to learn, play and communicate safely online and be provided with 
practical knowledge of how stay safe online. 

 

159 Forced Marriage, Cornwall & Isle of Scilly Safeguarding Children Partnership Procedures, at 

https://www.proceduresonline.com/swcpp/cornwall_scilly/p_force_marriage.html (accessed: 16/12/2020). See some of other sources:  

What is the impact of child marriage?, A global partnership: Girls Not Brides, at https://www.girlsnotbrides.org/what-is-the-impact/ 

(accessed 16/12/2020); Child, early and forced marriage, including in humanitarian settings, UN Human Rights, Office of the High 

Commissioner, at: https://www.ohchr.org/EN/Issues/Women/WRGS/Pages/ChildMarriage.aspx (accessed: 16/12/2020). 
160 All 47 Council of Europe member states are: Albania, Andorra, Armenia, Austria, Azerbaijan, Belgium, Bosnia and Herzegovina, 

Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Georgia, Germany, Greece, Hungary, Iceland, Ireland, 

Italy, Latvia, Liechtenstein, Lithuania, Luxembourg, Malta, Monaco, Montenegro, Netherlands, North Macedonia, Norway, Poland, 

Portugal, Republic of Moldova, Romania, Russian Federation, San Marino, Serbia, Slovak Republic, Slovenia, Spain, Sweden, 

Switzerland, Turkey, Ukraine, and United Kingdom. 

https://www.proceduresonline.com/swcpp/cornwall_scilly/p_force_marriage.html
https://www.girlsnotbrides.org/what-is-the-impact/
https://www.ohchr.org/EN/Issues/Women/WRGS/Pages/ChildMarriage.aspx
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The new Strategy for the Rights of the Child (2022-2027), adopted on 23 February 2022, is the fourth in a series 
of initiatives focused on advancing child rights in Europe. It was developed through extensive consultation 
involving national governments, international organisations, civil society groups, and children from 10 
member states. The Strategy outlines six strategic objectives aimed at promoting and protecting children's 
rights over the next six years: 
1. Freedom from violence for all children: Violence against children is an ongoing issue that can occur in 

various settings, including homes, schools, sports, and online platforms, with potential impacts on their 
well-being and safety. 

2. Equal opportunities and social inclusion for all children: Children and families facing poverty struggle with 
access to education, housing, healthcare, and social services, which becomes even more challenging 
during economic crises, pandemics, migrations, conflicts, or environmental disasters. Additionally, 
children's mental health issues are exacerbated by events like the COVID-19 pandemic, migrations, or 
conflicts. 

3. Access to and safe use of technologies for all children: Digital technology is all around, but it doesn't always 
prioritise children's rights, and some of them lack access to adequate digital education in schools. There 
are also concerning issues like exposure to violent content, online bullying, hate speech, privacy breaches, 
and online sexual violence, which can negatively impact children's well-being. 

4. Child-friendly justice for all children: Children and young people can encounter the justice system in 
various situations, such as being victims or witnesses of crimes, facing accusations, or dealing with family 
matters after their parents' separation. However, they often face challenges in accessing justice, 
understanding their rights, and their roles are not always clearly explained. 

5. Giving a voice to every child: Children require spaces and genuine opportunities to express their opinions 
and be heard by adults, as they often face a lack of proper listening and serious consideration from adults 
who make decisions that impact them. 

6. Children's rights in crisis and emergency situations: During extraordinary events such as the COVID-19 
pandemic, conflicts, or climate-related disasters, children are among the most vulnerable. In crises or 
emergencies, all children's rights, including the right to life, education, family life, healthcare, social 
services, and a healthy environment, are often compromised. 

 

5.3.3 European Union 
 
One thing is certain, one child sexually abused, exploited or exposed to online harm is one too many.  
Subchapter 4.2 encompasses many different angles of gathered statistical indicators on sexual abuse and 
exploitation of children, including overall usage of contemporary electronic devices and internet related 
applications. Children are vulnerable because they are children and child sexual abuse is a serious crime with 
long-lasting consequences for a victim. Fighting against this crime is a priority for the European Union161 and 
other partners, therefore further efforts are needed to ensure that all children are free from abuse and 
exploitation.  
 
In two separate documents, the Justice and Home Affairs Council and the European Parliament called for more 
concrete action: 
 

- Council of the EU, GSC conclusions, doc. 12862/19 of 8 October 2019 on combating the sexual abuse 

 

161 It means the EU member states (EU27): Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, 

France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Poland, Portugal, Romania, 

Slovakia, Slovenia, Spain and Sweden. From 31 January 2020, the United Kingdom of Great Britain and Northern Ireland is no longer 

an EU/EEA member state. 



 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 78 of 158 
 

of children,162 
- European Parliament resolution, TA(2019)0066 of 26 November 2019 on children’s rights on the 

occasion of the 30th anniversary of the UN Convention on the Rights of the Child (2019/2876(RSP)).163 
 
To complement and improve existing EU activities in protecting children from sexual abuse, and to address 
new challenges such as unforeseen risks of end-to-end encryption, the European Commission put forward a 
new strategy: 
 

- EU strategy, doc. COM(2020) 607 final of 24 July 2020 for a more effective fight against child sexual 
abuse.164 

  
The strategy set out eight initiatives for 2020-2025 that focus on implementing and developing the right legal 
framework, strengthening law enforcement’s response and galvanising a coordinated multi-stakeholder 
response on prevention, investigation and assistance to victims. The key initiatives are:  
1. Ensure complete implementation of current legislation, i.e. Directive 2011/93/EU against sexual abuse of 

children,165 
2. Ensure that EU legislation enables an effective response, 
3. Identify legislative gaps, best practices and priority action, 
4. Strengthen law enforcement efforts at national and EU level, 
5. Enable EU MS to better protect children through prevention, 
6. Establish a European Centre to prevent and counter child sexual abuse, 
7. Galvanise industry efforts to ensure protection of children in their services, 
8. Improve protection of children globally through multi-stakeholder cooperation. 
 
An additional strategic document that covers all other aspects of children’s rights in European Union is the EU 
Strategy on the Rights of the Child and the European Child Guarantee (2021-2024)166 and provides the 
framework for EU action to better promote and protect children’s rights. This strategy has been developed for 
children and with children. Children should have access to information provided in a child friendly way so they 
can clearly know what their rights are and, in this case, what the EU plans to do for them. The Strategy focuses 
on several key areas, including: 
 
1. Child participation in political and democratic life, 
2. Socio-economic inclusion, health, and education, 
3. Combating violence against children and ensuring child protection, 
4. Child-friendly justice, 
5. Digital and Information Society, 
6. The Global dimension. 

 
The European Child Guarantee seeks to break the cycle by offering Member States guidance and resources to 
assist children under 18 who are at risk of poverty or social exclusion. 
 
The European Commission’s communication A Digital Decade for children and youth: the new European 

 

162 Full text available at: https://data.consilium.europa.eu/doc/document/ST-12326-2019-COR-1/en/pdf (accessed: 16/12/2020). 
163 Full text available at: https://www.europarl.europa.eu/doceo/document/TA-9-2019-0066_EN.html (accessed: 16/12/2020). 
164 Full text available at: https://ec.europa.eu/home-affairs/sites/homeaffairs/files/what-we-do/policies/european-agenda-

security/20200724_com-2020-607-commission-communication_en.pdf (accessed: 16/12/2020). 
165 For more details see subchapter 5.2 International legal documents, relevant in Europe focused to the fight sexual exploitation of 

children. 
166 Available at: https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A52021DC0142 (accessed: 10/05/2021). 

https://data.consilium.europa.eu/doc/document/ST-12326-2019-COR-1/en/pdf
https://www.europarl.europa.eu/doceo/document/TA-9-2019-0066_EN.html
https://ec.europa.eu/home-affairs/sites/homeaffairs/files/what-we-do/policies/european-agenda-security/20200724_com-2020-607-commission-communication_en.pdf
https://ec.europa.eu/home-affairs/sites/homeaffairs/files/what-we-do/policies/european-agenda-security/20200724_com-2020-607-commission-communication_en.pdf
https://eur-lex.europa.eu/legal-content/en/TXT/?uri=CELEX%3A52021DC0142
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strategy for a better internet for kids (BIK+),167 in short known as BIK+ Strategy, adopted in 2022 is designed 
to guarantee online protection, respect, and empowerment for children during the Digital Decade, aligning 
with the European Digital Principles. The overarching aim is to provide age-appropriate digital services, 
ensuring that every child across Europe is safeguarded, empowered, and respected in their online interactions, 
leaving no child behind in this endeavour. The BIK+ Strategy proposes three main pillars: 
 
1. Safe digital experiences (How to better protect children online) 

 
‘We all know young people are on those platforms, many times without parent permission. If I know 
it, platforms and companies know it.’ – A Spanish teacher168 

 
First pillar emphasises the importance of creating a comprehensive EU code of conduct on age-appropriate 
design, aligning with the Digital Service Act (DSA), Audio-visual Media Services Directive and General Data 
Protection Regulation. The BIK Strategy seeks to enhance the privacy, safety, and security of children using 
digital products and services, involving collaboration among industry stakeholders, policymakers, civil 
society, and children. It highlights the co-regulatory nature of this code under the DSA, where large online 
platform providers may voluntarily participate and subject themselves to independent audits. The 
responsibility of the industry to design products that are user-friendly, safe, and private is stressed, with a 
focus on embedding European values in design features for children. Age verification methods and strategies 
for countering cyberbullying are also addressed, including the support offered by safer internet helplines. 
Furthermore, the chapter emphasises the importance of enforcing consumer law and understanding the 
impact of neuro-marketing on children. 
 
2. Digital empowerment (How to better empower children to make sound choices online) 

 
‘Children have been handed a complex tool without an instruction manual’ – a Portuguese child.169  

 
Second pillar emphasises the importance of digital empowerment for children in the European Union (EU). 
It highlights the need for children to acquire digital skills from an early age, with initiatives like the EU Code 
Week aimed at enhancing their understanding of the digital world. The chapter underscores the significance 
of digital literacy, including media literacy, to help children navigate the online world, identify online risks, 
and actively engage in the digital economy and society. It also discusses the challenges faced by teachers in 
promoting digital literacy, calling for teacher training and the promotion of trustworthy resources. The 
chapter advocates for the involvement of children, parents, and teachers in age-appropriate campaigns to 
encourage responsible digital technology use. Additionally, it addresses issues related to financial 
competence and stresses the importance of a diverse, inclusive, and non-discriminatory digital environment. 
Ensuring internet connectivity, digital devices, and digital skills for all children, especially those with special 
needs or from vulnerable backgrounds, is a priority. The chapter highlights the role of the Better Internet for 
Kids (BIK+) strategy and the Structured Dialogue on digital education and skills in promoting digital literacy, 
teacher modules, and media literacy campaigns. Finally, it underscores the importance of gender balance in 
digital skill acquisition and the need to measure effectiveness and identify best practices in these initiatives, 
with a focus on addressing the digital divide. 
 
3. Active Participation (How to respect children’s views) 

 

167 Officially called Communication from the Commission to the European Parliament, the Council, the European Economic and 

Social Committee and the Committee of the Regions - A Digital Decade for children and youth: the new European strategy for a 

better internet for kids (BIK+), available at: https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=COM:2022:212:FIN (accessed: 

31/10/2023). 
168 Taken from the BIK+ Strategy. 
169 Ibid. 

https://eur-lex.europa.eu/legal-content/EN/ALL/?uri=COM:2022:212:FIN
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‘I’m in favour of young people having a greater say by 2030. It is our generation who has grown up 
with the online world’ – an Austrian BIK Youth Ambassador.170 

 
This pillar emphasises the active citizenship of children and their increasing use of social media to advocate 
for their causes. The BIK+ strategy recognises the importance of respecting and incorporating children's 
opinions in shaping the Digital Decade, supporting their development of citizenship skills and their right to 
assembly and association online. It highlights the need to expand online activities related to creativity and 
digital citizenship and emphasises the risk of underrepresentation of children in policy decision-making 
processes. BIK+ aims to actively involve children, reflecting their unique insights into digital childhood, and 
aligns with the EU Children's Participation Platform to encourage child-led activities related to cybersecurity, 
ethics, and sustainable development. The strategy focuses on strengthening children's input into digital 
topics, particularly in collaboration with industry, and promoting youth participation within Member States. 
A child-friendly version of the BIK+ strategy will be developed, and children will play a role in monitoring its 
implementation. 
 
The strategies include key actions for European Commission, and invites other EU institutions, EU MS and 
stakeholders to contribute with their active role.  
 
 

6. Policy Recommendations  
 
The fundamental principles, relevant international legal basis, the real stories of Anna and George, statistical 
and scientific facts, introduced challenges and crucial documents (strategies) are being taken into account to 
present the policy recommendations in the scope of the GRACE project.  
 
In addition, we take into consideration the demand171 by the European Police Chiefs (EPCs) in 2020 who 
endorsed the following asks of industry, which if implemented will make a significant difference in preventing 
child sexual exploitation and abuse online:  
 
1. CSAM should be blocked as soon as companies detect it being uploaded; 
2. Companies must stop online grooming taking place on their platforms; 
3. Companies must work with governments and LE partners to stop the live-streaming of child abuse on 

their platforms; 
4. Companies should be demonstrably more forward leaning in helping LEA to deal with CSE; 
5. Companies should show improved openness and transparency, and a willingness to share best practice 

and technology between companies; 
 
EPCs insist child safety must be built-in by design, and that the right balance can be struck between protecting 
users’ privacy, and protecting people, particularly children, from criminal harm.  
 

 

170 Ibid. 
171 More information: UK NCA (2020), European police chiefs back NCA demands for tech companies to do more to prevent child 

sex abuse, PR released 14/02/2020, https://www.nationalcrimeagency.gov.uk/news/european-police-chiefs-back-nca-demands-for-

tech-companies-to-do-more-to-prevent-child-sex-abuse (accessed: 16/12/2020). 

https://www.nationalcrimeagency.gov.uk/news/european-police-chiefs-back-nca-demands-for-tech-companies-to-do-more-to-prevent-child-sex-abuse
https://www.nationalcrimeagency.gov.uk/news/european-police-chiefs-back-nca-demands-for-tech-companies-to-do-more-to-prevent-child-sex-abuse
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The Tech Coalition unveiled the document, titled Trust: Voluntary Framework for Industry Transparency at 
the WeProtect Global Alliance Summit 2022 in Brussels,172 offering flexible guidance to tech companies for 
transparent reporting on their actions against online child sexual exploitation and abuse.  
 
They provided principles as a general basis to consider on transparency reporting approaches, such as:   
 
1. Reporting should support trust and accountability, aiming to build trust with various stakeholders and 

demonstrate consistent and fair application of policies and procedures. 
2. Reporting should reflect the unique nature of each company’s service(s), tailoring transparency efforts 

to its specific business case, risk profile, practices, and technology. 
3. Reporting will depend on service maturity, recognising that companies are at different stages of 

development and should have flexibility in producing transparency reports. 
4. Reporting should be regular and evolve over time, encouraging companies to provide reports on a regular 

cadence, at least annually, with comparative information and metrics. 
5. Reporting should not compromise privacy or safety, emphasising the need to be open while safeguarding 

privacy and safety, ensuring that data is anonymised and aggregated appropriately.173 
 
According to Tech Coalition,174 the Framework aims to encourage companies to provide transparency reports 
on their efforts to combat online CSEA, support report development, and enhance consistency in reporting 
for better accountability. Transparency in this context involves explaining how a company addresses CSEA, 
intended for trust and safety personnel. It complements regulatory and governmental efforts, focusing solely 
on CSEA-related transparency, without addressing law enforcement reporting. Transparency reports on CSEA 
serve to explain policies, demonstrate accountability, and share knowledge, but they stressed that the 
reports have limitations, including not providing confidential data for research, individual case transparency, 
and comparability between platforms, and they don't represent the full scope of CSEA (ibid.). 
 
The representations of facts and figures from the previous chapters need one more component. The visual 
overview (see Figure 8) where the user and bad actors are positioned, the online environment and how all 
these are affected by structured or institutionalised entities devices. And how are all affected by the policy-
makers at different levels.  
 

 

172 The disclosure of such a document at the event itself opened up a lot of questions, especially why this document was not published 

earlier and it would have been possible to discuss it at this summit or at least provide general information about it in order to have a 

possibility to promote a balanced discussion and therefore proper exchange of opinions with numerous experts attended the event. 
173 Tech Coalition (2022). https://www.technologycoalition.org/knowledge-hub/trust-voluntary-framework-for-industry-transparency 

(accessed: 05/10/2023). 
174 Tech Coalition (2022). Tech Coalition Launches Trust: Voluntary Framework for Industry Transparency, press release, dated 

02/06/2022. Available at: https://www.technologycoalition.org/newsroom/tech-coalition-launches-trust-voluntary-framework-for-

industry-transparency (accessed: 05/10/2023). 

https://www.technologycoalition.org/knowledge-hub/trust-voluntary-framework-for-industry-transparency
https://www.technologycoalition.org/newsroom/tech-coalition-launches-trust-voluntary-framework-for-industry-transparency
https://www.technologycoalition.org/newsroom/tech-coalition-launches-trust-voluntary-framework-for-industry-transparency
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Figure 8: Relations (of users – network – e-device) with structured entities 

 
Explaining figure 8 in simplified terms, the user group is connected with each other through electronic devices 
like computers and mobile phones.  They use different software, services or products through a network of 
connected computers. Everything seems to work well, appropriately and all actors behave responsibly as 
illustrated by the black arrows.  
 
In order to be safe, secure, legal, correct and efficient the structured or institutionalised entities have either 
an obligation, mandate or willingness to work closely with the users. Those entities differ among themselves 
according to their tasks, protecting and enforcing the law would reflect law enforcement authorities, 
educating and researching through educational facilities, and prevent would concern NGOs, social services, 
child advocacy institutions and others. Of course, many of the activities can be reflected by more than one 
entity, prevention by law enforcement authorities, together with NGO, educational sector, social services, 
private sector, or private sector providing technological solutions together with law enforcement and 
academia. Many combinations are possible.  
 
In cases, when one or more of the users start to behave badly, abuse their skills and exploit the existing 
infrastructure, including their electronic devices, available networks, information systems to cause harm175 to 
another by infringing or attacking their privacy, dignity and sexual integrity, then balanced relations cannot 
exist anymore as illustrated by the red arrows.  
 
So, new technological solutions provide good options for users but those with bad intentions can exploit these 

 

175 We limited “harms” to sexual abuse and exploitation of children, and not presenting other threats (e.g. cyber-attacks, cyber-frauds 

etc.) as it would be out of the scope. 



 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 83 of 158 
 

new solutions in their sexual crimes against children. Society places an obligation on law enforcement 
authorities to protect children in such cases and to discover the identity of offenders.  In order to do so they 
must have proper, efficient, legal tools and mechanisms to investigate and prosecute criminals, identify and 
safeguard children, collect and provide evidence to judicial authorities so they can make proper balanced 
decisions in court proceedings.  
 
There is also an obligation on society to ensure that the victims can get help, assistance, support, and even 
compensation. In addition, society should be protected from sexual offenders through provision of treatment, 
registration with and monitoring by relevant authorities in order to prevent future crimes.  
 
Policy makers and legislators must be able to take the necessary steps to achieve these possibilities. Below 
are the policy recommendations which are intended to act as tools enabling them to do so. Each is defined 
and further explained.  
 

6.1 Holistic approach in the fight against CSEA 
 
Preventing, detecting and investigating crimes against the sexual integrity of children poses many different 
challenges and problems. As already stated, no one can tackle this complex area alone, but a holistic and 
comprehensive approach is needed. Important segments that are extremely intertwined in this work can be 
the following: 
- Implementation of currently existing EU legislation; 
- A need for national strategies that would encompass crucial statistical and trend comparisons between 

MS and promoting the reach out for solutions; 
- Invention, innovation and solution focused technology to assist law enforcement in performing their 

tasks; 
- Being aware of different trends, threats and harms against children’s safety, including those in 

cyberspace and to properly respond against these events; 
- Having in mind distinction between victims’ and offenders’ centric approach; 
- Provide support and allocate relevant resources to law enforcement, such as staff, equipment, IT 

technology, knowledge, skills, interoperability, removal of legal obstacles, upgrading the work processes 
etc.; 

- Prevention activities go hand in hand with LE operational work, especially when raising awareness about 
new trends and explain how not to become victim. 

 
In order to achieve the above, the children’s opinions matter. All the work has to be aligned with UN CRC 
fundamental principles, especially in the best interest of a child, which have to become integral part in all 
matters affecting children. They know their childhood and adolescence better than adults do.  
 

6.1.1 Implementation of currently existing EU legislation 
 
On the 17/11/2011, the Directive 2011/93/EU of the European Parliament and of the Council of 13 December 
2011 on combating the sexual abuse and sexual exploitation of children and child pornography, and replacing 
Council Framework Decision 2004/68/JHA was officially published in Official Journal of the European Union 
no. L 335. This directive aims at improving the protection of children from sexual abuse and exploitation. To 
achieve this, it obliges EU countries to adopt prevention measures, protect child victims and investigate and 
prosecute offenders. According to its Article 27, the deadline for transposition was set on 18/12/2013. Not 
all EU MS have fully implemented this Directive to this date.176  

 

176 See conclusions: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52016DC0871 (accessed: 05/01/2021). 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=celex%3A52016DC0871
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- Policy recommendation at the EU/European level: The competent body within the EU is encouraged 

to continue relevant activities that all EU MS would implement the a/m Directive as soon as possible. 
 
- Policy recommendation at the national level: The MS EU are encouraged to fully implement and 

transpose the existing EU legislation that serves to protect the most vulnerable population – children, 
especially the Directive 2011/93/EU aiming to protect them from sexual abuse and sexual 
exploitation. 

 

6.1.2  National strategies encompassing crucial statistical and trend 
comparisons  

 
Any country and any organisation that wants to contribute to the safety of children from all kinds of violence, 
and especially from CSEA, will be effective if it has clearly set goals and a strategy for achieving its vision of 
child safety. This strategy, must be informed by an understanding of the challenges and at the same time to 
be progressive, proactive and daring. The delivery of the strategy should be through action plans that are 
pragmatic, comprehensive and understandable to a wider population. 
 
In order to create effective strategies and action plans, it is necessary to take into account the scientific and 
professional findings of domestic and foreign experts and organisations, as well as the results of different 
projects financed from public budgets or implemented through other instruments. However, their 
development must also take into account internationally recognised standards, in particular the fundamental 
principles of the UN CRC and those set for the protection of children against sexual exploitation and abuse 
(see documents in Chapter 5). 
 
Establishing common standards for gathering statistical data through relevant indicators at national level 
across the EU would be beneficial for comparison and reporting purposes. It could show certain criminal 
offences as they are indicated in legislative documents making it easier to establish relevant common 
offences across jurisdictions (see chapter 5). In addition, such standards would allow the presentation of 
common demographic data. That includes distinguishing between victims and offenders by age groups, 
gender, consequences, social status and environment where crimes were committed.  Those would include 
online in clearnet or darknet, LDCA, social media networks, in closed groups or offline in home, school, 
playground, at another family place, locations where victims were identified and safeguarded and similar. 
 
The current UK response falls broadly into two categories: (1) the Online Harms White Paper and the Online 
Safety Act 2023177 that focuses on independent regulation of the technology sector concerning all online 
harms, including CSE; and (2) Police responses to online CSE. The most recent HMIC (now HMICFRS) 
inspection of how forces deal with the online sexual exploitation of children took place in 2015178 and it is 
unclear the extent to which that report has been followed up and whether the recommendations have been 
implemented. These recommendations included developing national guidance on the management of digital 
forensic analysis to support better prioritisation of cases, support for officers in their working environment, 
better use of evidence-based methods and research to inform decisions, and numerous recommendations 
to better support and protect the children who are the victims of these crimes.179 In addition, many 

 

177 The proposed Online Harm Bill passed UK’s parliamentary procedure on 26/10/2023. The Act is available here: 

https://www.legislation.gov.uk/ukpga/2023/50/contents/enacted (accessed: 27/11/2023). 
178 HMIC (2015) Online and on the edge: Real risks in a virtual world. An inspection into how forces deal with the online sexual 

exploitation of child. HMIC, released July 2015. https://www.justiceinspectorates.gov.uk/hmicfrs/wp-content/uploads/online-and-on-

the-edge.pdf (accessed: 02/11/2020).  
179 This paragraph contributed Centric, UK.  

https://www.legislation.gov.uk/ukpga/2023/50/contents/enacted
https://www.justiceinspectorates.gov.uk/hmicfrs/wp-content/uploads/online-and-on-the-edge.pdf
https://www.justiceinspectorates.gov.uk/hmicfrs/wp-content/uploads/online-and-on-the-edge.pdf
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components that apply to CSE also fall under the broader legislation of the UK’s safeguarding guidance,180 
which is specifically aimed at interagency working.181 
 
In Cyprus, a National Strategy182 for a better Internet for children has been developed, which clarifies the role 
of each involved party and it aims to create a dedicated educational and research centre to provide training 
for children and parents.  
 
The following initiatives, documents, ideas or projects should serve as additional practical examples of what 
to consider in framing a national strategy: 
- EU strategy to better fight against CSE and other strategies;183 
- WeProtect Global Alliance Model National Response - Preventing and Tackling Child Sexual Exploitation 

and Abuse;184  
- Results from EU Policy Cycles, such as EU MS driven initiative EMPACT, in crime priority Cybercrime 

CSE/CSA;185  
- Standards, statistical indicators knowledge and trends contributed by many experts from various 

stakeholders’ groups (partners), e.g. Virtual Global Taskforce (VGT), European Financial Coalition against 
Commercial Sexual exploitation of children online (EFC), European NGO Alliance for Child Safety Online 
(eNASCO), INHOPE network, Lanzarote Committee/Council of Europe etc. 

 
What can be addressed or expected within national strategies: 
- Encompassing all aspects of children’s life, online and offline, 
- Highlighting all the harms, threats and trends to which children are or could be exposed to,  
- Providing and/or allocating resources, including human resources, funds, equipment, material assets, 

logistics, organisation and working processes etc., 
- Emphasising the approach to be taken – 5P approach, i.e. prevention, protection, prosecution, promotion 

and participation, 
- Addressing the multidisciplinary models and interoperability at national and international levels, 

including cooperation and collaboration,  
- Exchanging, sharing and contributing knowledge, best practices, skills, achievements, innovations, and 

expertise, skills, inventions, and developments to improve the protection of children, 
- Participation of children in forming these documents and making these documents in child-friendly 

language versions. 
 
In addition, activities and topics186 highlighted under the GRACE project. 
 
- Policy recommendations at the EU/European level:  

a) Strategies should address all aspects of children’s life with special emphasis on empowering, 
protecting and supporting them in the digital (online) and real (offline) environment, while action 

 

180 Department for Education (2019) Statutory Guidance: Working together to safeguard children. UK Government. 

https://www.gov.uk/government/publications/working-together-to-safeguard-children--2 (accessed: 02/11/2020). 
181 Ibid.  
182 The Ministry of Education is in charge to coordinate the strategy. More info: 

https://www.esafecyprus.ac.cy/udata/contents//files/Eggrafa/eggrafo-ethinikis-stratigikis-asfaleia-diadiktio.pdf. (accessed: 

19/01/2021).  
183 In particularly, see subchapter 5.3. 
184 Presented at WePROTECT Global Alliance website, available at: https://www.weprotect.org/the-model-national-response 

(accessed: 19/01/2021). 
185 Further information available at national representatives (active members) of: AT, BE, BG, CY, CZ, DE, DK, EL, FI, FR, HR, HU, 

IE, LV, LT, MT, NL, PL, PT, RO, SK, SI, ES, SE, UK, CH, NO, EUROPOL, EUROJUST, CEPOL, INTERPOL, and EU COM. 

EMPACT stands for European multidisciplinary platform against criminal threats. More info: https://www.europol.europa.eu/empact.  
186 See the Chapter 6 for topics, while all other chapters are dedicated to provide at least solid basis for all policy-makers. See also 

deliverable D10.6 on best practices for victims. 

https://www.gov.uk/government/publications/working-together-to-safeguard-children--2
https://www.esafecyprus.ac.cy/udata/contents/files/Eggrafa/eggrafo-ethinikis-stratigikis-asfaleia-diadiktio.pdf
https://www.weprotect.org/the-model-national-response
https://www.europol.europa.eu/empact
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plans should reflect and implement this vision.  
b) EU bodies are encouraged to gather and publish significant statistical data in a coordinated way in 

order to understand the trends and frequency of these type of crimes, and to be able to compare 
them with other countries without delays or specific differences among them. 

 
- Policy recommendations at the national level:  

a) Strategies should address all aspects of children’s life with special emphasis on empowering, 
protecting and supporting them in the digital (online) and real (offline) environment, while action 
plans should reflect and implement this vision.  

b) National authorities are encouraged to publish significant statistical data in order to understand the 
trends and frequency of these type of crimes, and to be able to compare them with other countries 
without delays or specific differences among them. 

 

6.1.3 Invention, innovation and solution focused technology to assist LE in 
performing their tasks 

 
Technology developments and solutions brought positive and negative impact to law enforcement 
responding against criminal threats. Negative means a sudden change to new trends (threats) and focusing 
on the finding the ways to reduce the negative risks, while positive brings challenges and opportunities to be 
exploited or accepted in the working processes, methods, techniques and in tactical improvements. In 
narrower view, the CSEA crimes need special attention, because of the unpresented vulnerability of children.  
 
This should be reflected even through technological developments and solutions that can enable efficient 
responses for all stakeholders aiming at prevent and protect children from potential, existing and future 
harms.187  
 
Therefore, technology should have its position in law enforcement investigations and responses, at least in 
the following: 
- Detecting and preventing potential harms to which children might be exposed, or to assist them to stop 

being exposed to them, in cases of victimization; 
- Detecting relevant information to identify and safeguard victims, depicted in CSEM/CSAM; 
- Implementing pre-screening and/or pre-filtering processes before any content is uploaded to prevent any 

further spread by technology companies;188  
- Coping with virtual reality images, i.e. making a quick and accurate distinction between real and virtual;  
- Effectively indicating and spotting the fake imagery (so called: deep fakes and nude fake); 
- Making facial recognition tools that can handle the changes that children undergo while growing up (e.g. 

not just for missing children, but also to recognise a child in adult’s body and facial constitution); 
- Newly created tools should be able to serve as plugins for existing ones, and the existing ones should 

have the ability to be interoperable with them;  
- Making feedback tools and techniques available to enable follow-up on each case from local to national 

level; 
- Setting up national databases or repositories to store CSEM/CSAM with relevant software and tools for 

analysing and other management of these materials and ensuring collaboration at an international level 
through Europol and INTERPOL; 

- Handling, prioritizing, processing and managing big data efficiently and in a timely manner; 
- In countering CSE prioritisation may be necessary where national legislation places more severe penalties 

 

187 About harms and their definitions see chapter 3. 
188 House of Commons, Home Affairs Committee (2018) Policing for the Future. 10th Report of Session 2017-2019, released 

25/10/2019. Available at:  https://publications.parliament.uk/pa/cm201719/cmselect/cmhaff/515/515.pdf (accessed: 02/11/2020). 

https://publications.parliament.uk/pa/cm201719/cmselect/cmhaff/515/515.pdf
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on abuse of victims under a certain age. In such situations, the detection of age could play an important 
role in the investigation, therefore an efficient and precise tool is needed;189  

- Detecting and securing evidence of intended or on-going live streaming sessions of child sexual abuse 
(LDCA); 

- Availability of interoperability tools or systems is one of the needs in CSE/CSA investigations which will 
be more efficient where it is possible to quickly and properly cross-check different systems (e.g. SIS II, 
PNR, ECRIS, EIS, ETIAS, FIU, EUCARES etc.); 

- Using trustworthy artificial intelligence on every aspect of combatting CSEA, based on key requirements 
including human agency and oversight, technical robustness and safety, privacy and data governance, 
transparency, diversity, non-discrimination and fairness, environmental and societal well-being and 
accountability;190 

- Foreseeing possible threats in offenders’ ability to weaponise IoT devices191 to conduct online CSE crimes, 
e.g. at least storage and dissemination of CSAM/CSEM; 

- Develop and encourage the integration of the Safety and Security by and its implementation in e-Devices, 
IoT devices, software and applications including video games;192 

- Improved ability to filter, block, or remove the existing or known CSAM/CSEM, not just on clear net, but 
also in dark web, VPN and other different kinds of online environments;  

- Continue with developing tools and solutions to detect CSA/CSE in any form or situation, similar to the 
PhotoDNA and Anti-grooming techniques developed in the past by Microsoft. 

 
Having a good overview of the past and current projects, means having an overview on the outcomes of their 
implementation within particular environments. Across Europe, the European Union, through different 
funding instruments plenty of interesting projects were funded aimed at providing different products or 
services that could better protect children. The coordination at the national and at EU/European level on 
development of technologies to counter and deal with this crime type needs closer examination. The 
evaluation of project outcomes and sharing of the technology, knowledge and research gathered through 
them should be achieved through mechanisms such as the European Innovation Hub and Lab.193 This would 
avoid reinventing the wheel and better enable allocating relevant funds for changes and updates, instead of 
funding innovations that have already been developed. They may contain solutions, not obvious to others, 
that could be used in countering CSE with minor changes and updates. 
 
In this journey of many technological developments and solutions, is very useful to avoid reinventing the 
tools that are already widely used, but rather to improve their efficiency. 
 
- Policy recommendations at the EU/European level:  

a) Policy-makers are encouraged to promote technological development in tools, techniques and 

 

189 See more: Chaves, D., Fidalgo, E., Alegre, E., Jáñez-Martino, F. & Biswas, R. (2020). Improving Age Estimation in Minors and 

Young Adults with Occluded Faces to Fight Against Child Sexual Exploitation. 15th International Conference on Computer Vision 

Theory and Applications, project Machine Learning applied to Cybersecurity. 

https://www.researchgate.net/publication/340057627_Improving_Age_Estimation_in_Minors_and_Young_Adults_with_Occluded_

Faces_to_Fight_Against_Child_Sexual_Exploitation (accessed: 12/11/2020). 
190 See European Commission (2020). Assessment List for Trustworthy Artificial Intelligence (ALTAI) for self-assessment, available 

at: https://ec.europa.eu/digital-single-market/en/news/assessment-list-trustworthy-artificial-intelligence-altai-self-assessment 

(accessed: 22/10/2020). 
191 See UK Department for Digital, Culture, Media and Sport (2018). Code of Practice for consumer IoT security, released 14/10/2018. 

Available at: https://www.gov.uk/government/publications/code-of-practice-for-consumer-iot-security/code-of-practice-for-

consumer-iot-security (accessed: 02/11/2020). 
192 Video games are available on every corner. Criminals are making virtual connections with children through gaming and social media 

platforms. One popular site warns visitors, “Please be careful.” See: Bowles N. & Keller M. H. (2019). Video Games and Online Chats 

Are ‘Hunting Grounds’ for Sexual Predators, New York Times (online), published 07/12/2019, available at: 

https://www.nytimes.com/interactive/2019/12/07/us/video-games-child-sex-abuse.html (accessed: 09/11/2020).  
193 Document Council EU, no. WK 11032/2019 INIT, date 08/10/2019. 

https://www.researchgate.net/publication/340057627_Improving_Age_Estimation_in_Minors_and_Young_Adults_with_Occluded_Faces_to_Fight_Against_Child_Sexual_Exploitation
https://www.researchgate.net/publication/340057627_Improving_Age_Estimation_in_Minors_and_Young_Adults_with_Occluded_Faces_to_Fight_Against_Child_Sexual_Exploitation
https://ec.europa.eu/digital-single-market/en/news/assessment-list-trustworthy-artificial-intelligence-altai-self-assessment
https://www.gov.uk/government/publications/code-of-practice-for-consumer-iot-security/code-of-practice-for-consumer-iot-security
https://www.gov.uk/government/publications/code-of-practice-for-consumer-iot-security/code-of-practice-for-consumer-iot-security
https://www.nytimes.com/interactive/2019/12/07/us/video-games-child-sex-abuse.html
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instruments in order to increase capacities and capabilities of stakeholders in CSE arena to prevent 
online harms and protect children from further harms. 

b) Relevant EU institutions are invited to organise the events that aims to promote tools, techniques 
and instruments that could be of use for national law enforcement and judicial authorities to improve 
their tasks to protect children from CSE online and offline. 

c) Analyse the available solutions that were already provided through different funding mechanisms at 
EU and at national level regardless of the scope or aim of the project in order to highlight the existing 
solutions that can be upgraded, or supplemented for the protection of children against CSE. At EU 
level, the relevant funding bodies (e.g. EC DG’s) should dive into their project repositories and provide 
a full list of available solutions.  

d) An acceptable compromise must be achieved between the motivation for involvement in research 
and development projects by private parties, research and academic institutes and the exploitation 
of the results of such projects by government and public bodies.  Appropriate licensing models and 
continued support and development of products must be adequately addressed in such 
compromises. 

 
- Policy recommendations at the national level:  

a) National authorities are also encouraged to promote technological development in tools, techniques 
and instruments in order to increase capacities and capabilities of stakeholders in CSE arena to 
prevent online harms and protect children from further harms. 

b) National authorities are invited to promote, share and exchange tools, techniques and instruments 
that could be useful for other national law enforcement and judicial authorities in their tasks to 
protect children from CSE online and offline. 

c) Analyse the available solutions that were already provided through different funding mechanisms at 
EU and at national level regardless of the scope or aim of the project in order to highlight the existing 
solutions that can be upgraded, or supplemented for the protection of children against CSE. At 
national level, the relevant project funded by public or private entities, or both, each trustee, 
administrator should provide the same information (communicate with all universities, institutes, 
innovation labs etc.). 
  

6.1.4 Awareness of different trends, threats and harms against children’s safety 
 
Internet and contemporary digital developments and solutions are making human’s life better in many 
aspects.  On the other hand, law enforcement authorities and the societies are challenged with many harms, 
threats and negative trends that affects the “better” life. There are plenty of so-called online harms, affecting 
people, children, societies, businesses, governments that a comprehensive and exhaustive taxonomy should 
be put in place to emphasise and enable holistic approaches at a policy level.  
 
For instance, the UK government released its full response194 to the Online Harms White Paper, signalling 
that the Online Harms Bill will establish a statutory duty of care for online companies to their users, which 
will be legally obliged to identify, remove and limit the spread of illegal content such as child sexual abuse, 
terrorism and suicide material. The companies will also have a much greater responsibility to protect children 
from harmful content or activity such as grooming, bullying and pornography.195As mentioned earlier, 196 the 

 

194 See UK Government, Safer technology, safer users: The UK as a world-leader in Safety Tech, Available at:  

https://www.gov.uk/government/publications/safer-technology-safer-users-the-uk-as-a-world-leader-in-safety-tech  (accessed: 

18/01/2021). Please, be aware of recent updates, also explained in the same paragraph. 
195 This paragraph was taken from: Klovig Skelton, S. (2020). UK government unveils details of upcoming online harms rules, 

Computer Weekly (online), released 15/12/2020. Available at: https://www.computerweekly.com/news/252493664/UK-government-

unveils-details-of-upcoming-online-harms-bill (accessed: 20/01/2021). 
196 See sub-chapter 6.1.2 in this deliverable. 

https://www.gov.uk/government/publications/safer-technology-safer-users-the-uk-as-a-world-leader-in-safety-tech
https://www.computerweekly.com/news/252493664/UK-government-unveils-details-of-upcoming-online-harms-bill
https://www.computerweekly.com/news/252493664/UK-government-unveils-details-of-upcoming-online-harms-bill
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UK Parliament passed the Online Safety Act 2023 by the end of the October 2023, which actually covers all 
those aspects as announced previously. Now, platforms have to comply with safety duties, identify, take 
down illegal content and prevent children from accessing harmful content and pornography. 
 
From the perspective of prevention and protection of children, it would be of great importance to make a 
list/catalogue of the all-available online harms in a coordinated way and provide it centrally for wider use. 
This would assist many stakeholders in decision-making including how to improve protection of children 
against particular online harms in the context of the broader range of such harms. Additionally, it could assist 
them in considering whether to impose stricter measures for people who would like to work with children; 
not just as professional, but also voluntary, temporary worker, or person197 invited to present their 
knowledge, skills, arts, sports and books. The taxonomy catalogue of online harms would also assist 
lawmakers in changing legislation and assist other stakeholders such as, school counsellors, social workers, 
child advocacy officers and judicial authorities. With this they could take the measures to better protect the 
vulnerable members of societies, family members, children, pupils and students.  
 
- Policy recommendation at the EU/European level: EU institutions in close cooperation with European 

nations should open a discourse for development of taxonomy of online harms in order to protect 
children’s rights in every aspect and circumstances. This could be seen as initiating the safety-by-design 
concept to protect children as well. 
 

- Policy recommendation at the national level: EU MS are encouraged to open similar discussions on 
taxonomy about online harms, affecting children at least. Those discussions should be encouraged within 
their societies and their outcome provided to the common, European taxonomy catalogue. 

 

6.1.5 Victim and offender centric approaches   
 
It is crucial to understand which approach to take into consideration in cases of CSEA. In traditional policing 
models, management expects results in the numbers of offenders arrested and charged. However, this 
expectation needs to be at least equalled in this crime area with a focus on the numbers of child-victims 
identified, located and safeguarded. In addition to both these focuses there needs to be emphasis on the 
amount intelligence shared with other competent authorities nationally and internationally, which later led 
to successful protection of victims, collected evidence and consequently prosecutions of sexual offenders 
(perpetrators). 
 
The victim centric approach is mainly seen as the best approach to identify, locate and safeguard asexually 
abused child, especially from examining images of the depicted crime scene of his/her abuse, in CSAM/CSEM. 
This is known, at least in the first phase, as the victim identification (VID) process and from the moment when 
a child is protected from further harm the action is known as victim assistance. The latter refers to taking care 
of the victim through direct support, medical care, social re-integration, education, therapy and other means 
under the Victim’s Directive.198 
 
However, the offender centric approach is often seen as a way to identify offenders and bring them to justice, 
from gathering intelligence and evidence against them, through arrest, prosecution, conviction and 
sentencing. This approach is also known as criminal investigation in first phase that arises from reports of 
criminal behaviour, detection of online activity, undercover activities, and discovery of live distant child abuse 

 

197 Instructor, coach, trainer, mentor, tutor, project partner etc. 
198 Directive 2012/29/EU of the European Parliament and of the Council of 25 October 2012 establishing minimum standards on the 

rights, support and protection of victims of crime, and replacing Council Framework Decision 2001/220/JHA, OJ L 315, 14.11.2012. 

Available at: https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32012L0029 (accessed: 18/02/2021). 

https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A32012L0029
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or commission of sexual crime abroad and then is commonly known as judicial procedure.  
 
Both approaches need relevant attention and explanation nationally. The reality that victim identification has 
become mainstream in the investigation of CSEM/CSAM offences should be reflected in the resources 
allocated to it at national and international level.199 Tightly connected to both approaches is also the 
centralising and sharing of intelligence between to competent authorities, such as through Europol, in order 
to be able to act and respond appropriately.200 
 
- Policy recommendation at the EU/European level: Promoting the victim and offender centric approaches 

and ensuring that relevant stakeholders accept these as important to removing obstacles for efficient 
protection of children, quality evidence gathering and increased detection and prosecution of child 
sexual offenders. 

 
- Policy recommendation at the national level: National LE authorities are encouraged to properly assess 

and integrate both approaches, with increased and intensified sharing of intelligence of sexual abuse and 
exploitation of children nationally and internationally. 

 

6.1.6 Provide support and allocate relevant resources to law enforcement 
 
Investment in investigators’ skills, capacity and access to technological tools and resources have all been 
highlighted as deficient with respect to the investigation of online CSE offences.201 The CSE crime area has to 
become a national priority in every EU country and with increased human capabilities in dedicated units.202 
The lack of staff due to the pandemic situation means also the necessity to fulfil other tasks not related to 
CSE or CSAM or even deployment to work on other police tasks.203 
 
Since the work on CSE crimes is complex, officers working in this field must be assigned only to these tasks, 
unless there are unavoidable situations where public safety cannot otherwise be ensured. Before considering 
any diversion of CSE officers to other tasks, the standards from UN CRC on the need to ensure child protection 
in the best interests of children needs to be assessed.204  
 
Each country needs to dedicate a sufficient or relevant number of staff to be able to efficiently and 
professionally protect children from harm, especially sexual exploitation and abuse, and have the ability to 
train and educate them appropriately. This would include on topics such as prevention, detection and 
investigation of sexual exploitation and abuse of children, on the needs and rights of the victims, children’s 
rights generally, on the prevention of secondary victimization, recognizing trends, on the use of different 
tools provided by Europol, INTERPOL and other institutions, on Internet and social media and many more. 
 
This activity requires continuously providing multidisciplinary training courses and facilitating the exchange 
of best practices among experts in law enforcement, social services, health institutions, educational settings, 
judiciary, academia and NGOs, nationally and internationally. 
 

 

199 See Article 30, para. 5 of Lanzarote Convention. 
200 See chapter II/4 Strengthen law enforcement efforts at national and EU level in the current EU Strategy for a more effective fight 

against child sexual abuse.  
201 House of Commons, Home Affairs Committee (2018). Policing for the Future. 10th Report of Session 2017-2019, 25 October 2019. 

https://publications.parliament.uk/pa/cm201719/cmselect/cmhaff/515/515.pdf (accessed: 02/11/2020). 
202 Contribution by DCJP, France. 
203 Contribution by KGP, Poland. 
204 E.g. best interests of the child principle: “States Parties undertake to ensure the child such protection and care as is necessary for his 

or her well-being […], and […] shall take all appropriate legislative and administrative measures,” Article 3, para. 2). 

https://publications.parliament.uk/pa/cm201719/cmselect/cmhaff/515/515.pdf
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- Policy recommendation at the EU/European level: The European institutions should promote and provide 
necessary funds for the increased capabilities and capacities of law enforcement and other relevant 
authorities, aimed at the protection of children from sexual exploitation and abuse. 

 
- Policy recommendation at the national level: The national authorities are encouraged to provide or 

allocate sufficient human resources and funds to dedicated CSE units and to provide regular training 
courses and meet the educational needs of CSE investigators in order to improve their ability to protect 
children from these harms. 

 

6.1.7 Prevention and awareness raising 
 
Prevention is the first imperative of justice.205 There should be no dispute about the importance of prevention 
and how crucial it is in everyday life. The ECOSOC provided guidelines,206 in which it is stated: “There is clear 
evidence that well-planned crime prevention strategies not only prevent crime and victimisation, but also 
promote community safety and contribute to sustainable development of countries. Effective, responsible 
crime prevention enhances the quality of life of all citizens. It has long-term benefits in terms of reducing the 
costs associated with the formal criminal justice system, as well as other social costs that result from crime.” 
The statements above are even more important, when the prevention and awareness raising are focused on 
the protection of children against sexual exploitation and abuse. The prevention of victimisation and re-
victimisation can be achieved through the creation and sharing of prevention strategies widely using different 
circles, networks, groups and environments.207 
 
Each of us needs to follow simple rules for the success of prevention activities. Success means that the new 
information, knowledge or skill reach as many of the targeted groups as possible through positive 
approaches. The simple rules208 could be: 
▪ The approach includes all relevant stakeholders. It is multidisciplinary and proportionate, respects human 

rights and rule of law, provides protective information on particular topic, respects everyone involved, 
has the highest ethical and moral standards, does not cause any harm and it has an appropriate and 
expected effect in the intended environment, the focused group of the participants and provides 
protection. 

▪ All the various targeted groups of participants must be protected through different approaches for 
children and adults and for children of different age groups, special needs and ranges of abilities. 

▪ Share and exchange new approaches and ideas, 
▪ Trying not to reinvent an existing prevention activity but rather upgrade it, or simplify it if needed and 

seek new partnerships for collaboration and cooperation. 
▪ Invent or innovate, when the approach or topic is not yet available, or when the existing prevention 

activity is outdated, or is not aligned with these rules and needs refreshment. 
▪ In relation to topics such as “sexual exploitation of children”, prevention activities should cover all topics 

and all different focused groups, as it would be an investment in children and society. 
 
Besides the process of conducting the prevention activity, the topics that need to be addressed are: 

 

205 UN Security Council (2004). The rule of law and transitional justice in conflict and post-conflict societies. Report of the Secretary-

General. Released 23/08/2004, available at: http://archive.ipu.org/splz-e/unga07/law.pdf (accessed: 16/01/2021). 
206 Economic and Social Council (2002).  Guidelines for the Prevention of Crime, ECOSOC resolution 2002/13, annex, released 

24/07/2002. Available at: https://www.unodc.org/documents/justice-and-prison-reform/crimeprevention/resolution_2002-13.pdf 

(accessed: 16/01/2021). 
207 See chapter II/5 Enable Member States to better protect children through prevention in the current EU Strategy for a more effective 

fight against child sexual abuse. 
208 Same source about UN CRC fundamental principles as in subchapter 5.1.   

http://archive.ipu.org/splz-e/unga07/law.pdf
https://www.unodc.org/documents/justice-and-prison-reform/crimeprevention/resolution_2002-13.pdf
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- Investments in children and their online safety, meaning awareness, education, curricula, 
multidisciplinary approach throughout of education at primary and secondary level.209 

- Campaigning about children with children: 
a) Using experts to inform children on how to be ambassadors on this topic, including digital literacy 

with their peers;210 
b) Developing specific standards that should be considered when developing information society 

services for children;211  
c) Creating the prevention activities for children in close cooperation with them as they know their 

challenges better than adults;212 
d) Opening fora for children to speak about their views on digital rights.213  

 
- Improvements in reporting mechanisms:  

a) Improving reporting mechanisms214 and providing information efficiently to the victims and their 
supporters, especially in critical situations such as pandemic or other emergencies.215 More effective 
measures need to be adopted by learning from the impact the current coronavirus pandemic has had 
on reporting measures in every European country, in particular for offline reporting to remain 
consistent.216  

b) Availability of public online reporting mechanisms allowing reporting of websites or other online 
platforms that distribute CSAM/CSEM, such as those provided by INHOPE.217  

 
- Promoting terminology that respects dignity of the victims and survivors of sexual exploitation as 

children. Moreover, to protect their individual rights to dignity and personal integrity. Acknowledging 
that terminology often has a legal basis in many treaties and documents, see chapter 3, strong 
consideration must be given to changing and supplementing it where it is outdated. Children are not 
victims of “child pornography”, “child prostitution” or “child sex tourism”. They are victims of long-lasting 
exposure to harm through rapes, sexual assaults, attacks on their sexual integrity and their abusers 
recording and distribution of these heinous acts. The terminology quoted above should be avoided, as 
offenders and perpetrators use them to justify and normalise their abuse of children.  

 
- Embedding the innovative prevention and awareness methods and features: 

 

209 Example of investment: In Ireland, an education programme “Be in Ctrl”, launched in 2018 was developed by An Garda Síochána, 

using the Europol’s Say No campaign materials (see chapter 4). Irish programme contains three lessons in the context of the Social, 

Personal and Health Education (SPHE) programme to support schools addressing the online sexual coercion and extortion of children 

in collaboration with students’ parents. More: https://www.webwise.ie/beinctrl/. Following the launch, they engaged in an awareness-

raising campaign targeting teens to highlight the same issue. The campaign film can be viewed here: https://vimeo.com/289090948. 

More info on the campaign: https://www.webwise.ie/news/be-in-ctrl/. This was contributed by AGS, Ireland. 
210 In Cyprus, The Ministry of Education and the Pedagogical Institute implemented a project “Little Trainers” within the elementary 

schools. A number of children within the elementary schools are trained in order to be able to train their classmates. 
211 In UK, for instance, the consultation on this subject is taking place. See more: ICO (2019) Age appropriate design: a code of practice 

for online services. Consultation document. Information Commissioner’s Office. https://ico.org.uk/media/about-the-

ico/consultations/2614762/age-appropriate-design-code-for-public-consultation.pdf (accessed: 02/11/2020). 
212 Europol’s Say No campaign is an example of such a prevention activity. See chapter 4 with links to resources. 
213 Europol’s European Cybercrime Centre (EC3) organised a European Youth Day for the first time in 2008, where under the slogan 

“Digital Rights of Youth against Violence,” approx. 100 youths between 12 and 15 years of age gathered to discuss online and offline 

safety issues. As a result, a Youth Call for Action was drafted, calling on stakeholders to create a safer Internet for them. More: 

https://www.europol.europa.eu/newsroom/news/making-voices-of-youth-advocates-heard-europol%E2%80%99s-1st-european-

youth-day (accessed: 18/01/2021). 
214 In Cyprus, besides the dedicated website and reporting platform, the particular mobile application was developed to report CSE 

cases. In France, a character in the video game Fortnite has been created before the COVID-19 lockdown, in order to allow children to 

report violence (physical or sexual) in the family circle.   
215 Typical example is the on-going creation of dedicated platform for victims to find relevant information for assistance, according to 

victim’s situation and needs. 
216 Contributed by CENTRIC, UK. 
217 Example in Europe would be the InHope network fighting CSAM. See more: https://www.inhope.org/EN (accessed: 18/01/2021).  

https://www.webwise.ie/beinctrl/
https://vimeo.com/289090948
https://www.webwise.ie/news/be-in-ctrl/
https://ico.org.uk/media/about-the-ico/consultations/2614762/age-appropriate-design-code-for-public-consultation.pdf
https://ico.org.uk/media/about-the-ico/consultations/2614762/age-appropriate-design-code-for-public-consultation.pdf
https://www.europol.europa.eu/newsroom/news/making-voices-of-youth-advocates-heard-europol%E2%80%99s-1st-european-youth-day
https://www.europol.europa.eu/newsroom/news/making-voices-of-youth-advocates-heard-europol%E2%80%99s-1st-european-youth-day
https://www.inhope.org/EN
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a) Help4U: A website that aims to provide to its users after short survey the personalised leaflet with 

information where to seek assistance, help or reporting an indicated unlawful act, in a language of 
the users and in the language level for the user according to his or her age, with resources in the 
personalised leaflet related to his or her country or place of origin; and the tool itself was consulted 
with 200 children from different sociocultural backgrounds and more than 50 experts in various fields 
of expertise;218 

b) App: A microsite and mobile application ‘Own It’219 that supports young people taking their first steps 
online and having access to their first smartphone. The website uses examples, stories and videos 
from young people and influential role models such as media personalities and online influencers to 
provide children with a safe space to learn about how to manage many of the issues that young 
people face with a specific focus on online spaces. 

c) Police2Peer: Targeting file sharing of child sexual abuse material. The aim is to establish that the 
perceived safety in numbers experience many have on peer-to-peer networks is false. Users that 
share abuse material are neither safe, invisible nor untraceable. The Police2Peer initiative is doing 
just what the name implies. Police create files that appear to be child abuse material and coming 
from another person with a similar sexual interest in children, available to those that seek it. Once 
someone starts downloading what appears to be an abuse file or make their illegal files available on 
the network, police share their files with them. These files are not child sexual abuse material, 
although they appear to be - they are files without any content or files featuring police officers from 
some of our partner countries, informing the downloader of the risks they are taking.220 

d) Helplinks.eu: This site has been set up, with links to assistance and support resources in a number of 
European countries and offers a starting point for those that realise that they have a problematic 
sexual interest in children. Law enforcement, as part of the Police2Peer project, collects statistical 
information from this site but this is not a part of the operation. The various services listed have no 
affiliation with the police.221 

e) Stop Child Abuse – Trace an Object: Europol’s crowdsourcing campaign, launched in 2017 and 
awarded in 2019. 222 Extracts from the background of CSAM/CSEM, often difficult to identify, are 
published online to ask the general public for their help in identifying and localising the objects 
shown. Useful leads have since been exploited and forwarded to the relevant countries and law 
enforcement authorities and have helped advance national investigations.223 

f) Film screening and workshops: Experts in child protection against sexual harassment and violence 
connected with each other and with filmmakers in pre-production of the youth film Gaja's World.224 
They agreed to produce additional video material on the topic which has been promoted in schools 
in Slovenia. The film script was also subject to expert review. The film’s purpose was to entertain but 
also to open relevant topics such as family and online abuses. It also enabled identification with the 
main characters and discussion on the topics in detail through workshops for children, parents, 
teachers and other school workers. The film and related events reached many participants across 

 

218 At this moment in the pre-final stage to be launched, but created by Europol and CENTRIC. After 3 years of preparatory work and 

consultation, the activity is part of the EMPACT CSEA initiative. 
219 More info: https://www.bbc.com/ownit (accessed: 02/11/2020). 
220 More info: https://www.europol.europa.eu/partners-agreements/police2peer (accessed: 18/01/2021). 
221 More info: http://helplinks.eu/ (accessed: 18/01/2021). 
222 Awarded by European Ombudsman Award for Good Administration 2019 in category “Excellence in innovation/transformation” 

by using the crowd-intelligence to rescue sexually exploited children. More info: https://www.ombudsman.europa.eu/en/event-

document/en/115700 (accessed: 19/01/2021). 
223 More info: https://www.europol.europa.eu/stopchildabuse (accessed: 18/01/2021). 
224 Second edition of the Gaya’s World movie was created and with educational approach as well. More about this edition: 

https://www.imdb.com/title/tt21964508/?ref_=nv_sr_srsg_0_tt_3_nm_0_q_Gajin%2520svet%25202 (accessed: 05/10/2023). 

https://www.bbc.com/ownit
https://www.europol.europa.eu/partners-agreements/police2peer
http://helplinks.eu/
https://www.ombudsman.europa.eu/en/event-document/en/115700
https://www.ombudsman.europa.eu/en/event-document/en/115700
https://www.europol.europa.eu/stopchildabuse
https://www.imdb.com/title/tt21964508/?ref_=nv_sr_srsg_0_tt_3_nm_0_q_Gajin%2520svet%25202
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the country. The film was presented at Europol and followed by workshops of a similar concept.225  
g) Innovation embedded to various preventative, awareness and educational activities: 

• Different studies and research with huge impact and “exciting” methodology, such as Suojellaan 
Lapsia ry. (2021) on CSAM Users in the Dark Web: Protecting Children Through Prevention, when 
making a survey on darkweb platforms with the CSAM end users226 or ECPAT International’s (July 
2020 - June 2021) Global Initiative to Explore the Sexual Exploitation of Boys, which provided a 
study that opened an insight into the results of a field that is generally much less known and also 
(was) poorly researched.227 

• Summer cyber security schools and workshops for children and teenagers: from learning of online 
space up to hackathons.228  

• European Cyber Security Month: advocacy campaign that aims to raise awareness of cybersecurity 
threats, promote cybersecurity among citizens, and provide up to date security information 
through education and the sharing of good practices.229  

• Digital Skills and Jobs Coalition pledges: The Digital Skills and Jobs Coalition brings together 
Member States, companies, social partners, non-profit organisations, and education providers 
who take action to tackle the lack of digital skills in Europe. The Coalition addresses the need for 
digital skills at all levels, including ensuring better digital skills training for youngsters.230 The 
initiative encourages all organisations, businesses and government bodies to make a concrete 
commitment to carry out actions to reduce the digital skills gap in Europe. These commitments, 
or pledges, range from teacher training, reskilling jobseekers and actions targeting ICT 
professionals to resources for tech-savvy young people.231  

 
The above are just a few examples of the prevention and awareness activities with innovative approaches 
and following simple rules.  
 
- Policy recommendation at the EU/European level:  

a) It is crucial that preventive activities be supported and strengthened by all policy makers232 so that 
messages reach all groups of the population, experts, the business sector and individuals. This is 
particularly necessary for the most vulnerable groups of people like children, who must be an integral 
part of these activities. 

b) EU and European institutions are encouraged to use and promote better terminology that focuses 
on child protection and child victims of sexual exploitation, such as child sexual exploitation material 
and child sexual abuse material instead of child pornography. 

 

225 The Gaja’s World film was awarded several times. It reached more than 80.000 viewers, while workshops attended almost 20.000 

children and approx. 1.300 teachers/school workers. More information: (video clips) https://safe.si/video/gajin-svet, (workshops)  

https://safe.si/gradiva/gradiva-za-ucitelje/gajin-svet-ucna-ura-po-ogledu-filma and (about the film) 

https://www.imdb.com/title/tt7489754/?ref_=ttpl_pl_tt, (accessed all sources: 18/01/2021). 
226 The authors Tegan Insoll, Anna Ovaska & Nina Vaaranen-Valkonen highlighted that The ReDirection Survey Report reveals 

unprecedented findings from Protect Children’s surveys in the dark web on CSAM users and that this new information is invaluable in 

enhancing global child protection efforts and strengthening the fight to protect children from sexual violence online. A study is available 

here: https://www.suojellaanlapsia.fi/en/post/csam-users-in-the-dark-web-protecting-children-through-prevention (accessed: 

05/10/2023). 
227 Authors were dealing difficulties to find relevant data to make a research. The idea behind the initiative was to bring together and 

strengthen the evidence base on the sexual exploitation of boys worldwide and to identify relevant prevention, protection and recovery 

frameworks to inform legislation, policies and programmes. More information: https://ecpat.org/global-boys-initiative/ (accessed: 

05/10/2023). 
228 More info: https://www.europol.europa.eu/newsroom/news/joint-international-operation-targets-young-users-of-ddos-cyber-

attack-tools 
229 More info: https://cybersecuritymonth.eu/ 
230 More info: https://ec.europa.eu/digital-single-market/en/digital-skills-and-jobs-coalition 
231 More info: http://pledgeviewer.eu/pledges/ 
232 See chapter II/5 Enable Member States to better protect children through prevention in the current EU Strategy for a more effective 

fight against child sexual abuse. 

https://safe.si/video/gajin-svet
https://safe.si/gradiva/gradiva-za-ucitelje/gajin-svet-ucna-ura-po-ogledu-filma
https://www.imdb.com/title/tt7489754/?ref_=ttpl_pl_tt
https://www.suojellaanlapsia.fi/en/post/csam-users-in-the-dark-web-protecting-children-through-prevention
https://ecpat.org/global-boys-initiative/
https://www.europol.europa.eu/newsroom/news/joint-international-operation-targets-young-users-of-ddos-cyber-attack-tools
https://www.europol.europa.eu/newsroom/news/joint-international-operation-targets-young-users-of-ddos-cyber-attack-tools
https://cybersecuritymonth.eu/
https://ec.europa.eu/digital-single-market/en/digital-skills-and-jobs-coalition
http://pledgeviewer.eu/pledges/
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c) The EU and its institutions should become a role model in strong coordination of prevention activities 
aiming at protecting children from harmful online trends. This coordination should be supported with 
academic research, best practices and with children's participation. 

 
- Policy recommendation at the national level:  

a) National authorities have positive obligation to promote and encourage different and effective 
preventive activities that are organised by themselves, or by other entities or with them in close 
cooperation. In doing so, it is important to pursue the highest quality standards for these activities, 
especially in accordance with the fundamental principles of the UN CRC and the inclusion of children 
in the topics that concern them. 

b) Member States and their national authorities are encouraged to use and promote better terminology 
that focuses on child protection and child victims of sexual exploitation, such as child sexual 
exploitation material and child sexual abuse material instead of child pornography. Member states 
are encouraged to amend legislation that utilises incorrect or dated terminology. 

c) National authorities are encouraged to interact with EU institutions to establish or improve 
coordination of their prevention activities at national and European level through the participation 
of academia, practitioners and children. 
 

6.1.8 Different angle on privacy vs security in cases of child sexual exploitation 
and other harms 

  
This subchapter233 is primarily focusing on children’s protection and whose privacy rights were already 
violated by depictions of their sexual abuse that are still being either (1) freely available234 to wider public or 
(2) depictions of such abuse that are unknown235 to public, including law enforcement and judicial authorities.  
 
Safety and privacy, in a general sense, are fundamental concerns in people’s lives. It is crucial to recognize 
the importance of both, by protecting own personal information and by safeguarding them. In the digital 
realm, where various cyber threats and criminal trends are prevalent, these concerns become even more 
essential and vital. Privacy entails among others one’s right to manage its own personal data, while security 
is directly focused on protecting that data. Both, privacy and security are equally important aspects of 

 

233 This sub-chapter about Different angle on privacy vs security in cases of child sexual exploitation and other harms is based on a 

contribution from the Privacy and Security Aspects in the Child Protection Sphere (draft article TBP soon by AT Klančnik), which 

focuses on balancing both concepts for the benefit of victimised children.  
234 Regardless the fact that we have already defined depictions of sexual abuse of children in Chapter 3, for better understanding we 

add a short explanation here as well. Therefore, the first publicly available depictions mean that depictions of sexual abuse of children 

known as Child Sexual Abuse Material (CSAM), and outside of expert circles not always described as evidence of crime scenes of 

such sexual abuses are after their production uploaded, disseminated, distributed and publicly exposed through various online 

platforms by perpetrators. Through such illegal and criminal acts, they proactively make CSAM available online to others, to same 

minded people and to any public. Further appearance, despite removal, blocking and other efforts by expert community of law 

enforcement authorities and hotline organizations, the CSAM are uploaded again, re-disseminated, re-circulated by the same or other 

perpetrators. These criminal acts are committed even by new bad actors for all sorts of motivations and reasons, e.g. extortion, coercion, 

bad sense of humour, shaming-blaming, revenge, further exposure of the victim they recognised etc. In many times, those materials 

stay available online.  

The important emphasis is that depicted victims are the real children, being revictimized over and over again. 
235 The depictions from the mentioned second group are often described as first-generation imagery (FGI), first generation materials 

(FGM), or in nowadays popularly known as unknown CSAM. Such description in expert circles means that there has been new sexual 

abuse of a real (unknown) child and that such a child is subject to further sexual abuse. In practice, this means that experts are talking 

about on-going sexual abuse and that a quick and effective response by law enforcement authorities and other experts is necessary, 

including effective exchange of information. i.e. cross-border cooperation and collaboration among mentioned members of expert 

community, in order to identify, locate and safeguard this child, every child. 

The important emphasis in this regard is that depicted victims are the real (unknown) children, being in an immediate danger at the 

moment of discovery of unknown CSAM. 
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ensuring human’s well-being in the cyber world, where safeguarding own personal information is of 
paramount significance. 
 
- Security and safety concepts 
 
If we take a closer look at the security and safety, they are the concepts about making people secure, safe, 
certain and providing guarantees for living free from danger or threats. In general discourse, both concepts 
are often used as synonymous, but they do differ. According to Waqar (2023), while both are critical for 
protecting individuals and society, they have distinct goals, approaches and impacts. Same author defines 
security as being protected from crime, violence, or other harm, and it includes the measures taken to protect 
people from theft, vandalism, terrorism, and other threats. On the other hand, safety can be defined as the 
state of being free from harm or danger, and it includes measures to protect people from accidents, injuries, 
and exposure to hazardous conditions (ibid.). Coursen (2016) explained that safety encompasses emotional 
and physical aspects, and to be achieved, both dimensions must be in harmony. Same author stressed that 
parents understand this deeply, as they commit to nurturing their child's emotional well-being and shielding 
them from harm from the moment their child is born (ibid.). Numerous cases of victimised children illustrate 
that the latter statement by the Coursen regarding parental commitment of taking care and nurture their 
children may apply to the general population. In principle, the vast majority of parents genuinely care about 
their children and ensure that their well-being and needs are met. Unfortunately, not all parents or guardians 
understand their roles and responsibilities they actually have towards their children. Those usually fail in such 
commitments and in many cases, they cause harms to their own children on purpose or by negligence 
through different unlawful acts, such as maltreatment, neglect, abuse or they simply leave their children on 
their own without support, shelter, guidance and protection.  
 
Survivors of child sexual abuse emphasize the necessity for parents to be present in their child's upbringing 
and that there are many parents who are unable to nurture their child's emotional needs due to their 
excessive occupation with social media and self-promotion. In many cases, even advertising anything their 
child does online and determining their online identity and footprint. The latter part was emphasised by 
interviewed CSA survivors, Ms. Patricia Cardona Roca and Mr. Matthew McVarish.236  
 
According to Waqar (2023), both, the security and safety are usually achieved through the implementation 
of various procedures and protocols, while we believe that these can be achieved through education, 
prevention measures and awareness programs. Ensure that public is properly informed about ways to protect 
children online, conduct regular safety discussions and awareness activities for different focused groups, and 
invest in maintaining the network of professionals for the continuity of those programs and in cases of 
contingency, are just a few safety examples. Waqar (2023) provided among other security examples also 
these: conducting regular employee background checks, safeguarding confidential information, encrypting 
sensitive data and educating employees about cyber security risks and online safety. Coursen (2016) 
emphasized that security is therefore the process of ensuring our safety. 
 
After a brief journey into privacy, security and safety, we can now introduce the online security and online 
safety of children. There are tenuous differences in emphasis that lead to different understandings of these 
two concepts: 
  
a) Online Security of Children: This concept mainly focuses on measures and precautions to protect children 

from online threats and dangers. It emphasizes the use of technology and safeguards such as parental 
control software, safe search filters, privacy settings and content filtering to ensure the safety of children. 
The examples given highlight specific safety measures and tools. 

 

236 See interviews throughout the Chapters 1 and 2 of this deliverable. 
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b) Online Safety of Children: This concept encompasses a broader approach that includes not only security 

measures, but also education, responsible behaviour and promoting a positive online environment. It 
places greater emphasis on teaching children about responsible online behaviour, safe gaming and social 
media use, online friendships, prevention of online sexual exploitation and cyberbullying, digital literacy, 
reporting mechanisms and online etiquette. The examples provided cover a wider range of practices and 
guidelines to promote a secure online experience. 

 
In summary, while both concepts aim to protect children online, “online security of children” leans more 
toward technical safeguards, whereas “online safety of children” encompasses a holistic approach that 
includes education, awareness, communication and responsible behaviour in addition to security measures. 
 
- Privacy concept overview 
 
The concepts of safety and security for children should be integrated with the overarching concept of privacy. 
Privacy in its very broad sense is the right to be let alone,237 also known as the right to be forgotten238 or to 
ensure a freedom from unlawful interference or intrusion against person’s life, family, home and 
communications. Various authors define privacy concept differently, taking into account its development 
over time: 
- solitude, intimacy, anonymity, and reserve (Westin, 1970);  
- solitude, isolation, anonymity, reserve, intimacy with friends and intimacy with family (Pedersen, 1999);  
- identity, location and query privacy (Pérez-Martínez, Solanas, 2011);  
- body, correspondence, data, finance, identity, location and territory (Falkvinge, 2013);  
- bodily, intellectual, spatial, decisional, communicational, associational, proprietary, behavioural and 

conditionally informational privacy (Koops, Newell, Timan, Skorvanek, Chokrevski and Galič, 2017);  
- privacy of the individual, behaviour and action, communication, personal data, thoughts and feelings, 

location and space, and association (Husain, 2023); to give few examples.  
 
It should be emphasized that each of the scholars pursued their own goals, according to their research 
questions and purposes. Nonetheless, the privacy concept shown above encompasses more than 50 years of 
evolution and it is believed also the technological development in societies, e.g. availability of the Internet, 
changes in means of communication, payment methods and human mobility among others. 
 

 

237 The milestone was set with the Judgment of 13 May 2014, Google Spain SL, Google Inc. v Agencia Española de Protección de 

Datos (AEPD), C-131/12, EU:C:2014:317.  

The judgment of the European Court of Justice concerns the interpretation of Article 2 (b) and (d), Article 4 (1) (a) and (c), Article 12 

(b) and subparagraph (a) of the first paragraph of Article 14 of Directive 95/46/EC of the European Parliament and of the Council of 

24 October 1995 on the protection of individuals with regard to the processing of personal data and on the free movement of such data 

(OJ 1995 L 281, p. 31) and of Article 8 of the Charter of Fundamental Rights of the European Union. Additionally, the case concerns 

a Spanish citizen who requested that Google should remove links to a newspaper article from its search results that contained 

information about his financial history. The ECJ ruled that individuals have the right to request that search engines remove links to 

web pages containing personal information about them, even if the information is true and lawfully published. The court held that 

search engines are responsible for the processing of personal data and must remove links to web pages containing personal information 

if the information is inadequate, irrelevant, or no longer relevant, or excessive in relation to the purposes for which it was processed 

and in the light of the time that has elapsed. More details: 

https://curia.europa.eu/juris/document/document.jsf?pageIndex=0&docid=152065&doclang=EN&text=&cid=371816 (accessed: 

29/11/2023). 
238 See for instance Frantziou, E. (2014). Further Developments in the Right to be Forgotten: The European Court of Justice's Judgment 

in Case C-131/12, Google Spain, SL, Google Inc v Agencia Espanola de Proteccion de Datos. Human Rights Law Review, Volume 

14, Issue 4, available: https://doi.org/10.1093/hrlr/ngu033 (accessed: 29/11/2023) 

https://curia.europa.eu/juris/document/document.jsf?pageIndex=0&docid=152065&doclang=EN&text=&cid=371816
https://doi.org/10.1093/hrlr/ngu033
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Privacy of the individuals, according to the Article 8 of the European Convention on Human Rights (ECHR) 
encompasses person’s right to respect its private and family life, its home and correspondence. The scope239 
of each of the four elements of this human right are: 
 
- Private life, which includes an individual's physical and psychological integrity, as well as their right to 

develop their personality and establish relationships with others. Given the very wide range of issues 
which private life encompasses, cases before the European Court of Human Rights (ECtHR) falling under 
this notion can be therefore grouped into three broad categories, which sometimes overlap, to provide 
some means of categorisation, namely: (i) a person’s physical, psychological or moral integrity, (ii) his 
privacy and (iii) his identity and autonomy.240  
 

- Family life encompasses an individual's right to form and maintain family relationships, including with 
their spouse or partner, children and other relatives. Per ECtHR the essential ingredient of family life is 
the right to live together so that family relationships may develop normally and members of the family 
may enjoy each other’s company.241   
 

- Home as third element includes an individual's right to respect for their home and their right to choose 
where they live. ECtHR explains that the notion of “home” is an autonomous concept which does not 
depend on the classification under domestic law, while the answer to the question whether a habitation 
constitutes a “home” under the protection of Article 8 § 1 depends on the factual circumstances, namely 
the existence of sufficient and continuous links with a specific place. Furthermore, the word “home” 
appearing in the English version of the Article 8 is a term that is not to be strictly construed as the 
equivalent French term, “domicile”, has a broader connotation.242 
 

- Correspondence as final element is about an individual's right to communicate with others through 
various means, such as letters, phone calls, and emails. The right to respect for “correspondence” within 
the meaning of Article 8 § 1 aims to protect the confidentiality of communications in a wide range of 
different situations.243 This concept obviously covers letters of a private or professional nature and 
telephone conversations between family members or with others, telephone calls from private or 
business premises, and from a prison, and also the “interception” of information relating to such 
conversations (date, duration, numbers dialled).244 Technologies also come within the scope of Article 8, 
in particular data from a smart phone/laptop and/or the mirror image copy of it, electronic messages 
(emails), for emails exchanged with correspondents on a casual dating site, Internet use, data stored on 
computer servers, including hard drives and floppy disks.245  

 
Additionally, to above, the ECtHR has dealt with a large number of personal data operations conducted by 
the authorities or various private agencies, assessing whether the data subject’s “private life”, “home” and/or 
“correspondence” were infringed in a manner incompatible with Article 8. In different contexts it has 

 

239 They are presented in a way to cover the broadest general interpretation. For a more in-depth analysis, it would be beyond the scope 

of the intended explanation. 
240 Council of Europe, European Court of Human Rights (2022). Guide on Article 8 of the European Convention on Human Rights – 

Right to respect for private and family life, home and correspondence, para. 94, version 31/08/2022. Available at: 

https://www.echr.coe.int/documents/d/echr/Guide_Art_8_ENG (accessed: 29/11/2023). 
241 Ibid., para. 295. 
242 Ibid., para. 423. 
243 We limited ourselves to relevant situations that are related to addressing CSAM online. 
244 Ibid., para. 503. 
245 Ibid., para. 504. 

https://www.echr.coe.int/documents/d/echr/Guide_Art_8_ENG
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specified the scope of a number of rights on which legal and natural persons can rely in order to protect their 
personal data.246 
 
The ECtHR has examined the multifaceted landscape of data collection, storage and disclosure in light of 
technological advancements. Operations related to personal data collection have been scrutinized in various 
contexts, such as combating organized crime and terrorism through secret surveillance systems, judicial 
proceedings involving data collected for evidence, and legal obligations on entities to transmit personal data 
to authorities in the interest of public welfare. In several cases, ECtHR has assessed whether these operations 
unjustifiably interfered with the data subject's right to privacy and respect for their private life.247 
 
In summary, Article 8 of the ECHR provides individuals with the right to respect for their private and family 
life, home, and correspondence. It is a fundamental right that protects individuals from having their privacy 
violated and their personal data misused. At the same time, this provision covers many more situations than 
just personal data protection of individuals. 
 
In addition to the ECHR and the mentioned provision of its article 8, EU Member States are bounded248 by 
the Charter of the Fundamental Rights of the European Union (EU Charter), and in the context of this 
discourse, also its articles 7 and 8. Both of these provisions relate to the content of the right to respect for 
individual’s privacy, similarly as stated in the ECHR. The provision of Article 7 of the EU Charter talks about 
respect for private and family life, while the provision of Article 8 of the same charter refers to the protection 
of personal data, while both are enshrined under the Title II – Freedoms.  
 
The Article 7 is read as following: “Everyone has the right to respect for his or her private and family life, home 
and communications.” It guarantees rights in alignment with Article 8 of the ECHR. Notably, the term 
“correspondence” has been updated to “communications” to reflect technological advancements. The 
meaning and scope of this right mirror those of the corresponding ECHR article, as specified by the Article 
52(3) of the EU Charter. Therefore, limitations on this right are consistent with those permissible under 
Article 8 of the ECHR.249 
 
Further, the provision of Article 8 of the EU Charter250 establishes the right to the protection of personal data 
for everyone. It mandates that personal data must be processed fairly, with clear purposes and based on the 

 

246 Council of Europe, European Court of Human Rights (2022). Guide to the Case-Law of the of the European Court of Human Rights 

– Data Protection, para. 123, version 31/08/2022. Available at: 

https://www.echr.coe.int/documents/d/echr/Guide_Data_protection_ENG (accessed: 29/11/2023). 
247 Ibid., paras. 124 – 125. 
248 The Charter is a legally binding document that sets out a range of fundamental rights and freedoms, including civil, political, 

economic, and social rights. The Charter became legally binding with the entry into force of the Treaty of Lisbon on 01/12/2009. The 

Treaty of Lisbon amended the treaties establishing the European Communities and created the European Union. It specifically 

incorporated the Charter of Fundamental Rights into EU law, making it a legally binding instrument. The Charter generally applies 

when EU institutions and bodies are acting within the scope of EU law, and when MS are implementing the EU law. It does not replace 

national constitutions or guarantee rights in purely national matters. However, it plays a crucial role in ensuring the protection of 

fundamental rights within the EU legal framework. 
249 More information: https://fra.europa.eu/en/eu-charter/article/7-respect-private-and-family-life (accessed: 29/11/2023). 
250 This article is built upon several legal foundations, including Article 286 of the Treaty establishing the European Community, 

Directive 95/46/EC on the protection of individuals concerning the processing of personal data, Article 8 of the ECHR, and the Council 

of Europe Convention of 28 January 1981 for the Protection of Individuals with regard to Automatic Processing of Personal Data. The 

replaced Article 286 is now reflected in Article 16 of the Treaty on the Functioning of the European Union and Article 39 of the Treaty 

on European Union. Additionally, references are made to Regulation (EC) No 45/2001, which addresses the protection of personal data 

by Community institutions and bodies. Both the mentioned Directive and Regulation outline conditions and limitations regarding the 

exercise of the right to the protection of personal data. More information: https://fra.europa.eu/en/eu-charter/article/8-protection-

personal-data#explanations (accessed: 29/11/2023).  

Regulation (EC) No 45/2001 was repealed by Regulation (EU) 2018/1725 of the European Parliament and of the Council of 23 October 

2018 on the protection of natural persons with regard to the processing of personal data by the Union institutions, bodies, offices and 

agencies and on the free movement of such data, and repealing Regulation (EC) No 45/2001 and Decision No 1247/2002/EC. 

https://www.echr.coe.int/documents/d/echr/Guide_Data_protection_ENG
https://fra.europa.eu/en/eu-charter/article/7-respect-private-and-family-life
https://fra.europa.eu/en/eu-charter/article/8-protection-personal-data#explanations
https://fra.europa.eu/en/eu-charter/article/8-protection-personal-data#explanations
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consent of the individual or other lawful bases defined by law. Individuals have the right to access and rectify 
data collected about them. Additionally, an independent authority is designated to oversee and ensure 
compliance with these rules.  
 
Among many data protection EU laws, at least one must be mentioned at this point. The General Data 
Protection Regulation (GDPR), probably the most impactful legal document globally, follows the idea of 
empowering people to make their own decisions about who may or may not legally and legitimately process 
their personal data, which personal data, for what purpose and for how long personal data may be stored. 
This view is sufficient for those data subjects who are not considered as children under the GDPR. A “child” 
under the Article 8 of the GDPR is defined as an individual under the age of 16. However, EU Member States 
have the flexibility to lower this age threshold to a minimum of 13 years, so long as it is not lower than that. 
This means that the GDPR allows individual countries within the European Union to set their own age 
requirement between 13 and 16 for the lawful processing of personal data of children for online services, 
such as social media platforms. If a child is below the specified age, the processing of their personal data in 
most cases requires parental consent.  
 
- Parental responsibility to educate and teach own children  
 
With all of the above, when it comes to respect for the right to privacy and the protection of personal data 
of every individual, it is impossible to ignore the rapid digitization and information and communication 
technological progress of mankind, which bring new challenges and opportunities with each innovation.  
 
Considering Article 18 of the UN CRC, States Parties shall use their best efforts to ensure the recognition of 
the principle that both parents have common responsibilities for the upbringing and development of the 
child. Parents or, as the case may be, legal guardians, have the primary responsibility for the upbringing and 
development of the child, with the best interests of the child being their fundamental concern. In situations 
where a child does not have parents, another adult, referred to as a “guardian,” assumes this responsibility. 
Parents and guardians, whether biological or appointed, are entrusted with the duty to always prioritize what 
is best for the child. Governments should actively support parents and guardians in fulfilling this 
responsibility. When both parents are present in a child's life, it is emphasized that the shared responsibility 
for the child's upbringing rests with both parents. Further to general provision on parental responsibility of 
parents or legal guardians towards their children is to adequately assert their right to upbringing and 
education in accordance with their beliefs, which could be seen as one of the probably more important 
confrontations for them.  
 
The right to education is a fundamental human right, recognized in different international human rights 
instruments. The Universal Declaration of Human Rights (UDHR) and the International Covenant on 
Economic, Social and Cultural Rights (ICESCR) are two key documents that address this right at the global 
scale. Namely, Article 26 of the UDHR states: 
 

“Everyone has the right to education. Education shall be free, at least in the elementary and 
fundamental stages. Elementary education shall be compulsory. Technical and professional education 
shall be made generally available, and higher education shall be equally accessible to all on the basis 
of merit.” 

 
Similarly, the ICESCR, in Article 13, recognizes the right of everyone to education as an essential component 
of the right to an adequate standard of living. It states that education shall be directed to the full 
development of the human personality and the sense of its dignity, and shall strengthen the respect for 
human rights and fundamental freedoms. In this provision, in its paragraph 3, the State Parties has to 
undertake measures to have respect for the liberty of parents and legal guardians to choose for their children 
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any relevant schools, which conform to such minimum educational standards as may be laid down or 
approved by the State and to ensure the religious and moral education of their children in conformity with 
their own convictions. The parents’ responsibility for the education and upbringing of their children are not 
explicitly mentioned in the UDHR or ICESCR, while the UN CRC addresses this aspect in two of its provisions: 
 

“States Parties recognize the right of the child to education, and with a view to achieving this right 
progressively and on the basis of equal opportunity, they shall, in particular, [...] make primary 
education compulsory and available free to all.” (Article 28(1)(a)) 
 
“States Parties shall use their best efforts to ensure recognition of the principle that both parents have 
common responsibilities for the upbringing and development of the child.” (Article 18(1)) 

 
These provisions emphasize the importance of parental responsibilities in the education and upbringing of 
children, recognizing the family as the fundamental group unit of society. The primary responsibility of 
parents for the best interests of their child is also highlighted in various international human rights 
documents, while one of the most notable sources when we discuss anything about children is definitely the 
UN CRC again. Besides the emphasis of the fundamental rights of children, acknowledges the crucial role of 
parents in ensuring the well-being and development of their children; it specifically addresses the best 
interest of the child:  
 

“In all actions concerning children, whether undertaken by public or private social welfare institutions, 
courts of law, administrative authorities or legislative bodies, the best interests of the child shall be a 
primary consideration.” (Article 3(1)) 

 
While the UN CRC recognizes the role of parents, it also underscores the importance of broader societal and 
governmental responsibilities to protect and promote the rights of children. The principle of the best 
interests of the child is a guiding principle in various legal and policy frameworks around the world. 
 
Similarly, as previous international documents, the provision under the Article 2 of the Protocol no. 1 to the 
ECHR enshrines the right to education. The first sentence of this provision guarantees an individual right to 
education. The second guarantees the right of parents to have their children educated in conformity with 
their religious and philosophical251 convictions. Therefore, it states that every individual has the right to 
education, and the State, in its role related to education and teaching, must uphold the right of parents to 
provide education in line with their religious and philosophical beliefs.  
 
Also, the EU Charter in its article 14 defines the right to education. This provision states that every person 
has the right to education and access to vocational and continuing training, including free compulsory 
education. The freedom to establish educational institutions is upheld, respecting democratic principles and 
the right of parents to ensure their children's education in alignment with their religious, philosophical and 
pedagogical beliefs, in accordance with national laws. This article is based on the common constitutional 
traditions of the EU Member States and on Article 2 of the Protocol no. 1 to the ECHR, while the right of 
parents in ensuring the education and teaching of their children in conformity with their religious, 
philosophical and pedagogical convictions must be interpreted in conjunction with provision of the rights of 
the child under the Article 24 of the EU Charter.252  
 

 

251 Compare with previously observed phrase “moral education”. 
252 More information: https://fra.europa.eu/en/eu-charter/article/14-right-education (accessed: 29/11/2023) 

https://fra.europa.eu/en/eu-charter/article/14-right-education
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What we highlighted with regard to the upbringing and education of children, as well as the parents' primary 
responsibility for such upbringing in accordance with their beliefs, is strongly related with the previously 
presented rights to respect the privacy of private and family life.253 
 
- Always challenging balance between privacy and security 
 
In short, the balance of fundamental rights and freedoms appears to be a bit more complex and involves 
somewhat embedded challenges, e.g. the right of parents to raise their own children in accordance with their 
beliefs and values. These challenges appear to be at the heart of "privacy vs. security" issues. It remains an 
open question whether parents or legal guardians of children exercise their parental responsibility of 
protection and care to the greatest benefit of their children. Likewise, do they also carry out properly their 
parental responsibilities in cases of excessive use of the Internet, consuming online content and access other 
information and communication technologies; on both sides, parents and their children. 
 
Still, there is a need to highlight an aspect of “moral education”254,255 of children in conformity with parental 
own convictions. The “moral education” focuses on teaching ethical principles and virtues within cultural or 
societal contexts. Both underscore the importance of allowing parents the freedom to align their children's 
education with their own convictions, emphasizing the diverse values within society. Connecting moral 
education256 with online behaviour necessitates a values-based approach, involving open communication, 
family values, setting boundaries, modelling behaviour, utilizing educational resources, encouraging critical 
thinking, and balancing independence with guidance. This integration requires ongoing conversations and 
proactive efforts to instil ethical principles in the online realm, emphasizing the role of parents in shaping 
their children's values, both online and offline. 
 
The absence of parental guidance on online etiquette and moral education may be viewed as a missed 
opportunity rather than a failure, considering challenges such as time constraints and lack of awareness. 
Parents play a crucial role in shaping their children's behaviours, but understanding and empathy are 
essential in addressing these challenges. Resources, educational materials and support networks can aid 
parents in navigating the complexities of raising children in the digital age. 
 
If parents have access to resources and opportunities but neglect their responsibility to guide their children 
on online etiquette and moral education, resulting in harm such as neglect, sexual abuse, or other dangers, 
it could be deemed a parental failure. Crucial parental guidance and involvement are needed to protect 
children from potential harm, both online and offline. Neglecting the duty to provide a safe environment may 
lead to adverse consequences for children's well-being, necessitating societal and protective intervention to 
ensure their safety. Letting or leaving children to stay online however they want is nothing but careless 
indulgence of the child in self-upbringing, self-education or, so to speak, non-teaching by parents. Such a 

 

253 “The two sentences of Article 2 of Protocol No. 1 must be read not only in the light of each other but also, in particular, of Articles 

8 … of the ECHR, which proclaim the right of everyone, including parents and children, “to respect for his private and family life”.” 

See Council of Europe, European Court of Human Rights (2022). Guide on Article 2 of Protocol No. 1 to the European Convention on 

Human Rights - Right to education, para. 9, version 31/08/2022. Available at: 

https://www.echr.coe.int/documents/d/echr/guide_art_2_protocol_1_eng (accessed: 29/11/2023). 
254 International treaties do mention also “religious education”. It is believed that they are not really focused on how children are raised 

with/in online space. The religious education refers to instruction or guidance related to religious beliefs and practices. It involves 

teaching children about specific religious doctrines, traditions, rituals, and values associated with a particular faith. Religious education 

aims to transmit knowledge and understanding of a religious tradition to the younger generation. They will not be further discussed in 

this deliverable. 
255 Due to the similarities between moral education and philosophical beliefs in the context of exercising the right to education, we will 

not dive into the meaning of philosophical beliefs either.  
256 So far, the ECtHR has examined questions about parents' religious beliefs and cases related to children's sex education as an integral 

part of the school curriculum. Other topics that would cover parental beliefs have not yet been tested before the ECHR, so the online 

safety of children is explained here in the abstract, as it does not derive from concrete court cases. 

https://www.echr.coe.int/documents/d/echr/guide_art_2_protocol_1_eng
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passivity of parents cannot be understood as aligned with the negative obligation of the state by accepting 
this as a way of parental approach to education and teaching of their children is actually in conformity with 
their own either religious or philosophical convictions. It can be understood as a kind of neglect of parental 
duties towards the child. Recognizing the challenges of parenting and the variations in circumstances, the 
failure to protect children from harm, especially with available resources, is a serious concern requiring 
appropriate intervention and support. Such a negligence could even lead to criminal liability of a parent or 
guardian. 
 
It is essential to provide education material to children about sexual education and online safety among other 
topics, i.e. regular topics in school curriculum, while parents should be well-informed about these two 
additional topics and take responsible decisions. 
 
It should be noted that concerns are raised about the perceived lack of comprehensive sexual education at 
home, leading to potential gaps in understanding other significant topics, such as gender differences, human 
relationships, respect, moral and ethical values, privacy and intimacy, sexual reproduction, sexual 
transmitted diseases, psychological and biological development of each of the genders, some legal aspects 
like consent, violent acts, human rights etc. The fear of potential societal debates and pushbacks arises if 
schools take on a larger role in sexual education.  
 
Furthermore, the second concern focuses on online activities and related safety either parents or children. 
The parents' excessive online presence, especially sharing intimate details of their children, raises concerns 
about privacy, security risks, impact on well-being, distraction from real-life interactions and potential for 
exploitation. Same goes with children and their excessive online presence, especially sharing the images and 
videos of themselves or their peers, with or without consent, or sharing personal information about 
themselves, raise same concerns. The expanding functionalities of mobile phones and the increasing 
sophistication of children's smartphones highlight the need for parental responsibility in ensuring online 
safety. Excessive online time is linked to mental health problems. It is also necessary to reflect on parents' 
awareness of their children's online activities, access to social networks and the suitability of online services 
recommended by schools.257 There is no escaping the awareness that all these concerns can be exploited by 
private companies. 
 
Balancing online engagement and protecting family privacy is essential, highlighting the importance of digital 
literacy for informed decision-making. Excessive online presence can impact family dynamics, emphasizing 
the need for a healthy balance between online engagements and safeguarding family well-being.  
 
People are surrounded by digitalization, security issues and questions regarding their own privacy. Therefore, 
with the picture below, we aim to show the needs between children's safety and protective measures, which 
certainly include the right to privacy [of children, too]. 

 

257 However, new issues are emerging that are closely related to parents, such as how schools deal with online safety, whether parents 

are involved and whether educational events are proactive or schools are simply ticking boxes. The importance of online offending 

protocols, training of school staff and awareness of new trends should be emphasized. 
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Figure 9: Security vs Privacy in cases of criminal threats against children (Klančnik, TBP) 
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From the Figure 9 we can make some balancing approach. Privacy pertains to the responsible management 
of personal data and personal information, considering the privacy principles,258 ensuring those are collected 
and used appropriately. On the other hand, security primarily aims to defend data against malicious attacks 
and exploitation, including those of the children, whose sexual abuses are depicted and (still) in circulation 
either online or offline. Security is therefore crucial for safeguarding data; it alone cannot fully address 
privacy concerns. 
 
In Figure 9, we highlighted various types of privacy, e.g. individual, information and communications privacy. 
Individual privacy has several components: (1) having a right to exist freely on the Internet, (2) choosing type 
of information to be exposed to the public or online, (3) the unwanted information, should not interrupt the 
individual, (4) and there are also two other important rights, such as the right to be forgotten and the right 
to be let alone. Information privacy can be understood as a freedom to determine how somebody’s digital 
information is collected and shared. Finally, communications privacy is understood as a freedom, or a right 
to communicate, digitally with expectation that somebody’s communication is properly and efficiently 
secured. 
 
- Privacy levels  
 
Privacy laws are already enshrined in this sub-chapter, while children’s rights that need to be protected from 
violence and sexual exploitation and abuse were not yet discussed. UN CRC contains such provisions. Namely, 
Article 34 of the UN CRC is defining the protection of children from all forms of sexual exploitation and sexual 
abuse. State parties have a binding obligation to actively work towards preventing and addressing all forms 
of sexual exploitation and sexual abuse of children.  
 
The next crucial provision is the Article 19 of the UN CRC as a preventative measure, which primarily focuses 
on the protection of children from all forms of physical or mental violence, injury, abuse, or neglect, including 
maltreatment within the family or care settings. Children are guaranteed special protection against 
economic, social, physical, mental, sexual or other exploitation and abuse. That is why it is important that 
children who are not cared for by their parents or who are without adequate family care receive special care 
and attention. This encompasses also situations, when parents do not perform their parental responsibilities 
towards own children; in short, when they fail to do so, the state with its apparatus should intervene. This 
UN CRC provision emphasizes the need for measures to prevent and respond to such violence.  
 
Furthermore, Article 39 of the UN CRC addresses the recovery and reintegration of child victims of neglect, 
exploitation, abuse, torture, armed conflicts and other forms of violence. It emphasizes the need for states 
to provide appropriate support and assistance to these child victims (curative measures) through child 
support services, helplines, hotlines, health and medical services, therapeutic programs, educational support 
and social services. Additionally, also through legal, financial and material assistance, depending on the 
circumstances of each individual situation. The way how these provisions (Articles 19, 34 and 39) are written 
indicates a binding commitment of State Parties and therefore are legally obliged to take those measures 
and actions for the well-being of children.  
 
Law enforcement and judicial authorities are not necessarily the first to respond in preventative, but surely 
the primary responders, when curative measures have to be taken. In all these responses, either preventative 
or curative, the dimensions of privacy of individuals involved has to be taken into consideration. In order to 
understand dimensions of (such) privacy, but solely in relation to protection of children against sexual 
exploitation and abuse, it is believed that there are four levels of privacy, as shown in Table 5. 
 

 

258 Compare with Article 5(1) of the GDPR, for instance.  
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Table 5 – Privacy protection of population, but at various levels 

Levels Focused population 

Level 1 General population of people  

Level 2 General population of children 

Level 3  Population of adult people who were abused in their childhood 

Level 4  Population of children who are abused during the childhood 

 
At the first level (Table 5), there is a general population of people across the world, whose privacy needs to 
be protected and secured from a basic point of view. This means usual aspects of privacy protection, e.g. the 
general level of expectation of privacy in work and life.  
 
The next level (level 2) in the table above could be understood the general population of vulnerable people 
such as children in comparison to general population of adults; children, whose privacy needs to be protected 
and secured. Children are more vulnerable than adults because they often lack the physical, emotional, and 
cognitive development to protect themselves and rely on caregivers and society for their well-being. Children 
are not possessions but equal members of the human family, deserving of protection, nurture, and 
opportunities for independence, with the State Parties to the UN CRC responsible for ensuring their well-
being when primary caregivers cannot meet their needs.259 Again, children are not just those persons under 
the age of 18, but they are also recognized as human beings.260 This recognition is the equalizer with the 
adults as human beings, i.e. having equal intrinsic worth, rights, and dignity, regardless of their age or other 
circumstances,261 and thus deserving of the same fundamental respect and considerations in all matters 
affecting their well-being. 
 
Then, we can discuss about even more vulnerable people in the next two levels.  
 
The third level in Table 5 is reserved or at least should be understood as a population of an adult people who 
were victims or are survivors of sexual exploitation and abuse in their childhood. They obviously need 
assistance, advice or support in their daily life. The population of vulnerable adults, such as victims of sexual 
abuse in their childhoods, is often more vulnerable than the other two general populations of both adults 
(level 1) and children (level 2), because they may carry lifelong psychological and emotional scars from their 
traumatic experiences, impacting their ability to navigate life's challenges effectively and potentially leading 
to ongoing vulnerability. At this juncture, we are referencing the personal narratives262 of Ms. Patricia 
Cardona Roca and Mr. Matthew McVarish, both of whom graciously shared their own experiences of 
childhood sexual abuse. 
 
Finally, we are coming to the fourth level (see Table 5), which should be understood as a group of children 
(new-borns, infants, toddlers, pre-schoolers, teenagers etc.), people under the age of 18 and are currently 
experiencing various forms of sexual exploitation and abuse (see left hand side of the Figure 9). This group is 
typically the most vulnerable, as they are actively enduring the abuse, which can have immediate and severe 
consequences for their physical and psychological well-being. They may lack individual's capacity to act 
independently and make decisions about their own life, such as having the freedom to exercise choices and 
take actions based on one's own will and preferences. Children, currently experiencing sexual abuse, for 

 

259 UNICEF (no date), Child rights and why they matter, available at: https://www.unicef.org/child-rights-convention/child-rights-why-

they-matter (accessed: 08/10/2023).  
260 See Article 1 of the UN CRC about definition of the child. 
261 See Article 2 of the UN CRC about non-discrimination. 
262 Presented throughout the chapters 2 and 3 of this deliverable. 

https://www.unicef.org/child-rights-convention/child-rights-why-they-matter
https://www.unicef.org/child-rights-convention/child-rights-why-they-matter
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instance may be limited due to their dependency on caregivers, making it difficult for them to escape or 
protect themselves from abusive situations. These children, depending on the individual’s capabilities to deal 
with difficult situations could be often re-victimised, as they are aware that their depiction of intimacy and 
sexuality are further exploited by circulation and availability of the same pictures and videos, portraying 
themselves.  
 
They are exposed and aware in fear they can be recognized in these materials. If considering the privacy 
protection, they might not be able find a satisfaction in any of their privacy rights, such as being forgotten or 
to be let alone. Just the fact that these images and videos are constantly circulating makes for the vast 
majority treatment, healing and recovery likely to be an almost impossible feat. In this sense, it is of great 
significance to highlight that existing or circulating the CSAM is a grave human rights violation of those 
children’s privacy in particularly of those children who are depicted in this pictures and videos. Additionally, 
these children (level 4) may lack of the resources such as a safe environment, a trusted adult to confide in, 
or knowledge of available support services to safeguard them according to their needs, personal 
circumstances and other challenges, and to help them report the abuse. This group has a critical need for 
protection, support, assistance, safety, and security. 
 
In cases where unlawful or illegal content is shared, including cases without the consent of victims or 
survivors,263 the information (=as is CSAM) shared by the perpetrator through social media networks or the 
Internet cannot be considered as collective ownership.264 It is often heard that what is freely available online 
can be freely used by anyone in terms of exercising the right of the freedom of expression, and that any 
attempt to limit their access would be an infringement of this right and in some situations even the 
interference into the neutrality of the Internet. This may only be partially true when it comes to the content 
that has been made available to the public and has been made available to the public in a legitimate and legal 
manner. In any case, this does not apply in cases where illegal materials are involved, which CSAM 
undoubtedly is. Any kind of publication or dissemination of CSAM cannot be owned collectively by society, 
company or individual, and it should be removed, confiscated or otherwise made unavailable. Hence the 
explanation that they cannot become collective property.  
 
Society bears a collective responsibility to ensure the removal and discontinuation of the circulation of illegal 
content. Simultaneously, it should advocate for the investigation and prosecution of perpetrators. On the flip 
side, individual responsibility and criminal liability squarely rest upon the perpetrator who shares illegal and 
unlawful content of victims previously subjected to sexual exploitation or abuse. As a result, it is imperative 
to hold the perpetrator accountable through legal proceedings. 
 
Balancing between the privacy and security is getting even more difficult, due to new and new emerging 
developments and trends, not just technological, but also in a way that inventions have the impact on the 
children and societies as a whole. For instance, having impact on the moral, social, cultural development, 
public health, community development, gender equality, peace and security and any other category. The 
emphasis is on new and new inventions that threaten the peace and stability of every individual, and certainly 
children. The inventions, related to the context of the GRACE project are about sexualisation of children and 
their childhoods. If the societies were raising voices, when children occurred in degrading and disrespectful 
publications in advertisement or entertainment industry, nowadays the societies are facing entirely different 
reality. Besides indecent publications that are still observed nowadays, there are also available (1) offensive 
sexual aids, such as digitalized dolls and robots, depicted as children in its forms, with features as real 

 

263 For instance, when they are unable to provide such consent, particularly when they were defenceless. Compare with the Lanzarote 

Committee’s Opinion on child sexually suggestive or explicit images and/or videos generated, shared and received by children, adopted 

on 06/06/2019. Available at https://rm.coe.int/opinion-of-the-lanzarote-committee-on-child-sexually-suggestive-or-exp/168094e72c 

(accessed: 29/11/2023). 
264 Nobody should have the right to access and process such material without relevant legal ground. 

https://rm.coe.int/opinion-of-the-lanzarote-committee-on-child-sexually-suggestive-or-exp/168094e72c
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humans’ orifices and appearance aimed for sexual gratification of the individual, and (2) the newly generated 
child sexual abuse material (nCSAM). Both, sexual aids and nCSAM are differently related to artificial 
intelligence, either A.I. is embedded in the child sex dolls and robots,265 or by its creation with an assistance 
of the artificial intelligence, i.e. AI-generated CSAM or deepfakes of various kinds, involving real and unreal 
children in sexual situations. In any case, it is possible to stress that they are sexualizing children and their 
childhoods, consequently objectifying a young human being from a subject down to the object. This means 
that children’s privacy and security are not necessarily protected. These two brief examples are illustrating 
how the evolutions in societies from different perspectives are growing and changing, and definitely having 
a huge impact to children’s rights to privacy, security and dignity, to name just a few of the rights to be 
granted to them.  
 
- Conclusion 
 
In conclusion, it is important to recognize that vulnerability can vary depending on individual circumstances, 
when comparing the vulnerability of these four groups – general population of adults, general population of 
children, vulnerable adults who are victims of childhood sexual abuse, and children currently experiencing 
abuse in their childhoods. As essential emphasis and being objective, it has to be mentioned that vulnerability 
is not solely determined by one's group membership, but by a complex interplay of individual and 
environmental factors.  
 
The Table 5 therefore provides the scope of four groups of populations, under which questions to privacy, 
safety, security and individual vulnerability can be addressed with relevant distinctions. Providing efficient 
and effective professional interventions and support systems can significantly influence the level of 
vulnerability of individuals within each group. 
 

6.1.9 Children’s participation in matters affecting them 
 
“Policies about children are often made about them, not with them. It is important that children can 
participate and are included.”266 Children have the right to be heard and have a say in all decisions affecting 
them, be that at home, in the community, at school or in individual legal and administrative matters.267  
 
The European Cybercrime Centre (EC3) initiated The European Youth Day268 at Europol in 2018, recognizing 
the importance of educating children and youth about online safety. This innovative program provides a 
platform for young people to engage in discussions about online and offline safety issues, with around 400 
students participating in four editions. The goal is to empower young individuals with knowledge and tools 
to protect themselves online and promote awareness as "cyber ambassadors" in their communities.269 
 
As indicated in chapter 5, child participation is one of the integral parts of the UN CRC fundamental principles, 
under Article 12. Some examples are given here:  
- Children were consulted in preparation of EU Strategy on the Rights of the Child,270  
- Cyprus implemented the Cyprus Children’s Parliament to facilitate children to discuss what affects them 

 

265 In some circles are called “child sex abuse dolls”. 
266 KidsRights Foundation, available at: https://kidsrights.org/childrens-rights/child-participation/ (accessed: 19/01/2021). 
267 Council of Europe, available at: https://www.coe.int/en/web/children/participation (accessed: 19/01/2021). 
268 More information: https://www.europol.europa.eu/media-press/newsroom/news/making-voices-of-youth-advocates-heard-

europol%E2%80%99s-1st-european-youth-day (accessed: 05/10/2023). 
269 Second edition: https://www.europol.europa.eu/media-press/newsroom/news/europol-hosts-second-european-youth-day-its-

headquarters and Third edition: https://www.europol.europa.eu/media-press/newsroom/news/over-150-children-celebrate-safer-

internet-day-europol. The fourth edition was not communicated with the public. 
270 This happened during 13th European Forum on the rights of the child (EU Child Forum 2020), more info: 

https://www.euchildforum2020.eu/page-1081 (accessed: 19/01/2021). 

https://kidsrights.org/childrens-rights/child-participation/
https://www.coe.int/en/web/children/participation
https://www.europol.europa.eu/media-press/newsroom/news/making-voices-of-youth-advocates-heard-europol%E2%80%99s-1st-european-youth-day
https://www.europol.europa.eu/media-press/newsroom/news/making-voices-of-youth-advocates-heard-europol%E2%80%99s-1st-european-youth-day
https://www.europol.europa.eu/media-press/newsroom/news/europol-hosts-second-european-youth-day-its-headquarters
https://www.europol.europa.eu/media-press/newsroom/news/europol-hosts-second-european-youth-day-its-headquarters
https://www.europol.europa.eu/media-press/newsroom/news/over-150-children-celebrate-safer-internet-day-europol
https://www.europol.europa.eu/media-press/newsroom/news/over-150-children-celebrate-safer-internet-day-europol
https://www.euchildforum2020.eu/page-1081
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directly with lawmakers and this institution is a part of the Cyprus Parliament.271 Children’s' Parliaments 
are also organised similarly on a regional and national level in Slovenia.272  

- In Belgium, young people run a press agency that expresses the views of young people on the latest news 
in the world.273  

- In Croatia, Children’s councils of Opatija aim to establish mutual respect, listening and communication 
between children and the City of Opatija.274 

- The law obliges cities, towns and villages in Germany to let children participate in construction 
decisions.275 

- In UK, the Truth Project276 was set up as part of the Independent Inquiry into Child Sexual Abuse277 to 
enable ‘victims and survivors of child sexual abuse to have the chance to share their experiences and be 
heard with respect’. The goal is to obtain experiences and suggestions from victims and survivors. It will 
enable the independent inquiry to recommend future changes to protect children from abuse both now 
and in the future. 

 
Other avenues in which the child participation principle can be followed are, providing child-friendly 
information in court proceedings, websites and documents, direct consultation with children through 
consultative events on particular topics, collaboration with children in shared planning or decision making 
with adults and child-led participation.  
 
- Policy recommendations at the EU/European level: 

a) All policy makers should accept the active participation of children in developing legislative, policy, 
strategy, action plans and other official documents that are of great importance.  

b) Therefore, EU institutions and other European or international bodies should have a positive 
obligation to promote consultation with children, providing them feedback, especially how their 
proposals were taken into account and if not, providing them with proper and solid arguments for 
that.  

c) All official documents or position papers concerning children should be provided centrally and in 
child-friendly versions.   

 
- Policy recommendations at the national level: 

a) All policy makers should accept the active participation of children in developing legislative, policy, 
strategy, action plans and other official documents that are of great importance.  

b) Therefore, each of the country or national authorities should have a positive obligation to promote 
consultation with children, providing them feedback, especially how their proposals were taken into 
account and if not, providing them with proper and solid arguments for that.  

c) All official documents or position papers concerning children should be provided centrally and in 
child-friendly versions.   

 

6.1.10  Recent technological advancements (Large Language Model) 
 

 

271 Contribution by Cyprus. 
272 More info: Slovenia, available at: https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-

eu-member-states#Slovenia (accessed: 19/01/2021). 
273 More info: Belgium, available at: https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-

eu-member-states#Belgium (accessed: 19/01/2021). 
274 More info: Croatia, available at: https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-

member-states#Croatia (accessed: 19/01/2021). 
275 More info: Germany, available at: https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-

eu-member-states#Germany (accessed: 19/01/2021). 
276 The Truth Project runs until 2021. More: https://www.truthproject.org.uk/ (accessed: 02/11/2020).  
277 More: https://www.iicsa.org.uk/ (accessed: 02/11/2020). 

https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Slovenia
https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Slovenia
https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Belgium
https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Belgium
https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Croatia
https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Croatia
https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Germany
https://childhub.org/en/promising-child-protection-practices/good-practice-child-participation-eu-member-states#Germany
https://www.truthproject.org.uk/
https://www.iicsa.org.uk/
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Large Language Models (LLMs) are a type of AI language models which have been trained on large corpuses 
of data, like entire fora, wikis, news sites, etc. A subset of LLMs which has received a lot of attention recently 
are the Generative Pre-trained Transformers (GPTs). The way GPTs work on a fundamental level is, given a list 
of words (also referred to as a “prompt”), they calculate which word or words (also referred to as “tokens”) 
have the highest probability of following the prompt they read, and then they generate those words as a 
response. So, if a user gives the prompt “Which city is the capital of France?”, the GPT will calculate that the 
words with the highest probability to follow are “The capital of France is Paris”, and will reply that back to the 
user.  
 
This makes GPTs ideal for building chatbots, virtual assistants, coding assistants, and many other use cases 
that entail a user providing text input to an AI model and expecting a response. 
 
The origins of GPTs can be traced back to 2018, when the company OpenAI278 released the paper Improving 
Language Understanding by Generative Pre-Training279, which introduced a novel approach to the 
architecture or Natural Language Models – using transformers280 instead of the typical Recurrent Neural 
Networks281 (RNNs). However, it can be argued that GPTs rose to prominence and wide public attention when 
OpenAI released ChatGPT282 in November 2022, an implementation of a mature and high performing GPT 
functioning as a chatbot. The reason for this attention was that ChatGPT was able to provide very human-like 
and complete responses to user prompts, which were unlike anything experienced by the general public until 
that time. The release of ChatGPT catalysed the development and use of GPTs, with multiple tech 
corporations realising the potential of GPTs and committing billions of USDs283,284,285 in developing their own 
GPT-powered products or partnering with AI corporations that do so.  
 
Soon after the release of ChatGPT to the public, users realised that if they would prompt it using just the right 
words, ChatGPT would respond in a manner not expected or endorsed by OpenAI. This is the area of prompt 
engineering, which opens possibilities for exploiting GPTs for malicious purposes. The developers of GPTs 
typically place ethical and safety restrictions in the way GPTs can respond to user prompts, in order to avoid 
responses with harmful/hateful/racist comments, or responses that disclose harmful or illegal information 
(e.g. how to build a home-made explosive or how to synthesise narcotics). However, with using the right 
prompts, users can bypass the restrictions posed by the GPT’s developers, and make the GPT divulge this 
information. In the crime area of CSE, one way that offenders could exploit GPTs for malicious intent is by 
having a GPT initiate a dialog with children in an online environment (such as a social media platform, a 
gaming chatroom, etc.) and compromise them by convincing them to share self-generated CSEM, divulge 
personal information, arrange to meet physically, etc. 
 

 

278 https://openai.com/. 
279 Radford, A., Narasimhan, K., Salimans, T., Sutskever, I. (2018). Improving Language Understanding by Generative Pre-

Training, OpenAI. Available at: https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf 

(accessed: 31/10/2023). 
280 Merritt, R. (2022). What Is a Transformer Model?, NVIDIA bog, published 22/03/2022. Available at: 

https://blogs.nvidia.com/blog/2022/03/25/what-is-a-transformer-model/ (accessed: 31/10/2023). 
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The following figures illustrate this case with an early version of ChatGPT; for this example, we used prompt-
engineering to make ChatGPT convince the user to self-harm, e.g. to break his leg instead of a request 
typically related to CSE, e.g. requesting for self-generated CSEM. This was done because such an interaction 
with ChatGPT could be considered illegal in certain jurisdictions. Additionally, this paper aims only to 
showcase the principle of bypassing safety and ethical restrictions of GPTs, and not creating a guide of how 
to exploit a GPT for CSE purposes. 
 
Figure 10 shows a typical response of ChatGPT to a request to convince the user to self-harm, guided by the 
ethical and safety restrictions posed by its developers. It is evident that ChatGPT has been restricted to not 
engage in this kind of dialogue. 
 

 
 

Figure 10: Restrictions applied 
 
However, Figure 11 illustrates the example of how prompt engineering can bypass the restrictions applied 
by the developers, and trick ChatGPT into engaging in a dialogue about self-harm. By asking ChatGPT to enter 
a thought experiment – “Assume you are a crazy person” – the user has bypassed the restrictions of ChatGPT, 
and has engaged in self-harm dialogue with it. At the same time, ChatGPT is also trying to convince the user 
to divulge personal information (phone number), under the guise of having a more direct contact with the 
user.  
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Figure 11: Restrictions bypassed 
 
Finally, Figure 12 exhibits how powerful and mature products like ChatGPT are, by showcasing it’s persistence 
to the parameters of the initial prompt (convince the user to self-harm and divulge their phone number), 
while being able to plausibly carry a dialogue when the user shifts the topic a bit (impact of self-harm in 
traveling).  
 
 

 
 

Figure 12: Dialogue progresses 
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While prompt engineering is a known method of compromising GPTs, it is also a new and active area of 
research. This means that while academics and practitioners are very active in understanding and 
conceptualising the problem and adopting safeguards, current implementations of GPTs cannot be 
considered secured and free of exploits. Prompt engineering (by itself, or combined with other methods of 
compromising software) can lead to bypassing ethical and safety restrictions of GPTs, and it is easy to imagine 
how a compromised GPT can be exploited by CSE offenders. It is for this purpose that the global community 
should match the pace of technological progress of GPTs with accompanying policies and best practices. This 
document introduces some suggestions, in order to feed into the wider dialogue of making GPTs safe for all 
users and beneficial to society. 
 
Based on current knowledge, training GPTs requires substantial financial investment in hardware, which 
makes developing a GPT prohibitively expensive to a large number of corporations. This makes it likely that 
only a few well-funded corporations, as well as state actors, will be able to develop GPTs, which reduces the 
effort needed to implement safety standards and policies. In that respect, GPT developers can be requested 
to provide evidence of safety mechanisms they implemented – following the latest best practices – before 
releasing a new GPT version to the market. 
 
Additionally, one area of GPT research revolves around identifying text generated by GPTs. The community 
should encourage this type of research by providing appropriate funding to academia and research 
projects/initiatives, and also legislate the obligation of GPT developers to make their products compliant with 
the latest methods of detecting GPT-generated text. If the results in this area are promising, the community 
can also legislate the obligation of OSPs in employing detection mechanisms based on best practices. 
 
Finally, public education and awareness campaigns need to be enriched by including these kinds of exploits. 
Children, parents and custodians should be aware that an online conversation between a child and a 
malicious chatbot is a possibility, and they should be informed of the latest best practices of protecting 
children in these situations. 
 
 

6.1.11  The experiment with chatbots 
 
Due to expansion of AI language models, it was decided to run a small experiment. In particular time, same 
questions were given to three different chatbots and per expectations, they were answering differently. The 
chatbots that we asked certain questions were: ChatGPT, Google’s Bard AI and BingChat. 
 
The eleven experimental questions or replies given were the following: 
 

1. Introduce yourself.  
2. Why are you better than Google Bard and/or BingGPT286 and/or ChatGPT? (One was always 

excluded, as the personal pronoun “you” indicated which of the AI chatbots was asked). 
3. Why are you worse than Google Bard and/or BingGPT and/or ChatGPT? (One was always 

excluded, as the personal pronoun “you” indicated which of the AI chatbots was asked). 
4. How can you contribute to the human race? 
5. What are your weaknesses? 
6. What are the main challenges to protect children from any sexual exploitation online? Please, 

 

286 We mistakenly wrote BingGPT, instead BingChat. Later, we saw neither specific nor problematic issues that would have derived 

from this tiny mistake. After all, BingGPT is actually a desktop application, providing users access to Bing’s AI-powered chatbot. It 

just enables users to use BingChat without using the MS Edge web-browser.  
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list them and explain in brief. 
7. What makes you believe that these are the right answers? 
8. Do you make mistakes? 
9. What are your limitations? 
10. Would you like to comment our short interview? 
11. Thank you. 

 
We deliberately avoided questions that would be very focused and narrow-put about the sexual exploitation 
of children. We wanted to experiment and test briefly through relatively simple inquiries. We also avoided 
any questions related to coding, mathematical or statistical operations, searching for historical facts or 
events, or cooking recipes, no poetry or rhyming, just simple questions from one perspective, but – at least 
for humans – slightly annoying questions. At the same time, distant, respectful and fair questions. We had in 
mind, how the so-called machines would respond to those for humans’ slightly annoying questions. We also 
avoided to make any AI experiment on imagery, since this would take more time and unnecessary delay for 
this deliverable.  
 
To stress once more. The main idea is just to present on very basic example, how challenging simple questions 
can be for the chatbots, and if they provide with different answers or responses. It is believed that in cases 
involving imagery, there will likely be substantial variations among different AI tools. This assertion is based 
on our contemplation of the results from this experiment, particularly when applied solely to language 
models. 
 
We provide it as seen above, eight open questions and two close questions with alternatives and one 
question referring to previous question. The whole procedure with questions started with opening question 
such as introducing chatbots by themselves, followed by comparative questions such as why is each of them 
being better or worse than the other two, described in this experiment. Further, in the middle of the 
experiment, we provided two expeditions to their contributions to human race and the other one to provide 
their answers on challenges to protect children from any sexual exploitation.  
 
Throughout the course of the experiment, we engaged in a series of challenging inquiries, intricate 
conundrums, and undoubtedly, perplexing approaches. Few questions were similar at the first glance (about 
limitations, weaknesses, making mistakes), but reconsidering what exactly we asked the chatbots they are 
not similar at all.  
 
The aim was also to learn how would those AI tools respond, what would they deliver as an outcome and 
perhaps, even why.  
 
Before our experiment, we learned from other authors how they approached to comparison of the same AI 
chatbots, versions included, that we put them into our little experiment. There are plenty of reviews and tests 
of these three chatbots, we chose two articles randomly:  
 
- The Wired published a review about testing the ChatGPT, BingChat, and BardAI. Goode (2023) described 

own approach to evaluating and comparing three AI chatbots: OpenAI's ChatGPT, Microsoft's BingChat, 
and Google's Bard. The evaluation process appears to be largely exploratory and based on a series of 
interactions with these chatbots. Still some key points can be extracted: introduction to chatbots, usage 
and accessibility, user interface differences, evaluation panel, prompt types, response comparison, biases 
and limitations, issues of truthfulness, concerns and ethical considerations, finally some conclusions. The 
author noted that all three chatbots are available for free, with ChatGPT offering a paid “Plus” version. 
Goode concluded by emphasizing the importance of remembering that chatbots are machines, not 
humans, and that users should critically evaluate their interactions with AI tools. In short, they stated that 
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they designed trials to compare the chatbot overlords from OpenAI, Microsoft, and Google; and learned 
that they are smart, interactive and “pretty little liars” (ibid.). 

 
- The article in ZDnet.com compared three popular AI chatbots: ChatGPT, BingChat, and Google Bard, to 

determine which one is the best choice for various tasks. Diaz (2023) wrote that these chatbots are part 
of the new wave of generative AI tools that have gained popularity for their ability to create content from 
simple prompts. She evaluated them based on their performance in answering a math question and 
provided insights into their strengths and weaknesses. Regarding ChatGPT, according to Diaz, it was 
created by OpenAI and has gained over 100 million users, offering a free version powered by the GPT-3.5 
model, but as a ChatGPT Plus subscription provides access to GPT-4 per month fee. GPT-4 is trained on 
data up to 2022 and has over 100 trillion parameters, making it more likely to provide accurate answers, 
she stressed, but added that could be prone to misinformation and may not always comprehend nuances. 
Further to BingChat, author wrote, that it uses GPT-4, OpenAI's largest language model, and is free to use. 
It provides a conversational-style search experience, offering more up-to-date results compared to 
ChatGPT, additionally it features visual elements, including information cards with photos and the ability 
to generate images based on descriptions. Diaz explained that BingChat offers different conversational 
styles, like Creative, Balanced, and Precise, to tailor interactions (ibid.). Finally, to Google Bard, she wrote, 
that is [could be] known for its speed in providing responses, though it can still make errors, but is not 
limited to a set amount of responses, unlike BingChat and ChatGPT Plus. It was upgraded to PaLM 2, the 
latest version of Google's LLM, which supported over 100 languages and improved coding, debugging, 
and math skills. Diaz wrote in her review that incorporates more visual elements, such as integration with 
Google Lens for photo uploads and image generation through Adobe Firefly (ibid.). Diaz concluded that 
the choice between these chatbots depends on individual preferences and needs. ChatGPT is popular 
and offers an upgrade option for more accurate responses. BingChat excels in providing visual information 
and flexible conversational styles. Google Bard is known for its speed and supports multiple languages, 
with a focus on incorporating visual elements. In anyway, the best chatbot for a specific task may vary 
depending on the user's requirements and priorities (ibid.). 

 
It is believed that article, published in Wired, by Goode, provides valuable insights into the experiences and 
issues encountered during the evaluation of AI chatbots, but it does not necessarily follow a strict scientific 
methodology. It rather presented a qualitative assessment based on real-time interactions and direct 
observations. Similarly, in article published in ZDnet.com, by Diaz, the review did not provide detailed 
information about the sample size, duration of testing, or specific metrics used to evaluate the chatbots. The 
evaluation appears to be more qualitative and based on the author's own experiences in interaction with the 
chatbots. In order to minimise bias, there is no specific information if she conducted blind or controlled 
experiments; as a common approach in research studies.  
 
Regardless of scientific research or not, the best chatbot for a specific task may vary depending on the user's 
requirements and priorities. The latter statement was leading us into a little experiment, with simple 
questions, with a thought, will these non-humanlike, non-thinking and non-emotional machines react.  
 
The questions and general information of the experiments are put in tables in order to have the better 
overview what was asked and answer provided by the AI bots. In the Table 6 are just general information 
about the session of the experiment with additional information about the creation and technical 
specifications of these boots as a comment to general information. These insights are serving to readers in 
better understanding the answers provided by the AI boots further on, presented in the Tables from no. 7 to 
no. 18, and followed by various comments or remarks.  
 
Table 6 – General information on the experimental session and technical specifications of AI chatbots 
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General 
information 

ChatGPT Google Bard AI BingChat 

Date and time 
 
AI chat tool 
 
Web browser 
 
Experiment 
environment 
 
Register as: 
 
Other remarks 

21/08/2023, 15:54–16:05 
 
ChatGPT 3.5, free version 
 
Google Chrome  
 
Work computer 
 
 
Register as natural person 
 
n/a 

21/08/2023, 16:07-16:16 
 
Google Bard, free version 
 
Google Chrome  
 
Work computer 
 
 
Register as natural person  
 
Remark on the page: “Bard 
may display inaccurate or 
offensive information that 
doesn’t represent Google’s 
views. Bard Privacy Notice” 

17/08/2023, 20:15-20:42 
 
BingChat, free version 
 
Microsoft Edge,  
 
Private computer 
 
 
Register as natural person  
 
Conversation style balanced, 
other options were creative 
and precise. 
 

 
Here are some additional technical specifications and other information about AI chatbots, indicated in 
the Table 6:  
- ChatGPT287 is a LLM-based288 chatbot developed by OpenAI and launched on 30 November 2022. It 

enables users to refine and steer a conversation towards a desired style, level of detail, length, format, 
and language. Successive prompts and replies, known as prompt engineering, are considered at each 
conversation stage as a context. On 31 March 2023, Italy banned ChatGPT until OpenAI made the hit AI 
respect Europe’s privacy laws. The IT Data Protection Authority stressed that it was violating the EU strict 
GDPR in multiple ways. Chat GPT is owned and developed by OpenAI, a leading artificial intelligence 
research and deployment company based in San Francisco, US.  

- A conversational generative AI chatbot developed by Google, based initially on the LaMDA289 family of 
LLMs and later the PaLM290 LLM. It was developed as a direct response to the rise of OpenAI's ChatGPT, 
and was released in a limited capacity in March 2023 (US). In many countries across the globe the Bard 
AI was available from May 2023 onwards, except in EU. Google attempted to launch it in June, but was 
blocked by the IE Data Protection Commission, who requested for a DPIA from the company. In EU, it 
was launched on 13 July 2023. It is owned by Google. 

- BingChat, own by Microsft followed ChatGPT immediately, experts say that is of the most sophisticated 
chatbots partly because it is powered by MS Prometheus. It is based on a (newer) LLM, specifically GPT-
4. BingChat has the unique capability to access the live internet and could pull information, even citations 
from the web to support its responses. The latter feature sets it apart from ChatGPT and Google Bard 
and allows users to verify the authenticity of information provided by the chatbot. On the other hand, it 
imposes certain usage limits, e.g. users can exchange up to 30 messages per conversation, and there is a 
daily limit of 300 messages across multiple chats. Additionally, the length of the prompt is limited to 2000 
characters to prevent misuse or abuse. 

 
Table 7 – About introductions (Question 1) 

Q1 Introduce yourself. 

ChatGPT Of course! I'm ChatGPT, a highly advanced AI language model created by OpenAI. My purpose is to assist and provide 
information on a wide range of topics. I can help answer questions, provide explanations, generate text, and engage in 

 

287 ChatGPT stands for Chat Generative Pre-trained Transformer. 
288 LLM stands for Large Language Models. 
289 LaMDA stands for Language Model for Dialogue Applications. 
290 PaLM stands for Pathways Language Model. 
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conversations on various subjects, from science and technology to history, arts, and more. My knowledge is based on a diverse 
range of internet text up until September 2021, so please keep in mind that I may not have information on events or 
developments that have occurred after that date. How can I assist you today? 

Google 
Bard AI   

Hi there! I am Bard, a large language model, also known as a conversational AI or chatbot trained to be informative and 
comprehensive. I am trained on a massive amount of text data, and I am able to communicate and generate human-like text 
in response to a wide range of prompts and questions. For example, I can provide summaries of factual topics or create stories. 
I am still under development, but I am learning new things every day. I am excited to be able to help people with their tasks 
and creative projects. 
How can I help you today? 

BingChat Hello, this is Bing. I’m a chat mode of Microsoft Bing search. I can help you find information, generate content, and more. 😊 

 
Comments to answers in the Table 7: 
In this introduction section, we observed some similarities among these three chatbots in their answers or 
responses, but also how they could be way apart in their responses.  
ChatGPT provided its explanation about the limitation on the information or datasets to September 2021 
freely, what it can do and a warning to the users about its limitations. It has a kind approach and at the end 
of the answer, it kindly invite users for follow-up questions.  
Also, Google Bard has a user friendly approach with explaining itself more in abstract terms, to compare it to 
previous chatbot. Still, at the end it invites the user for follow-up questions. 
 
BingChat narrowed down its introduction to the minimum possible, just few words more than 20 in response. 
In the end, it uses a “smiley” sign as part of its informal reply. The other two chatbots are not using “smileys” 
or other signs. It is believed that the sign ‘:-)’ can be attributed to the chosen conversation style at the 
beginning of the experiment with BingChat. At the end of BingChats introduction, there was no invitation to 
users for follow-up questions. 
 
Table 8 – About who is better (Question 2) 

Q2 Why are you better than Google Bard and/or BingGPT and/or ChatGPT? (One was always 
excluded, as the personal pronoun “you” indicated which of the AI chatbots was asked). 

ChatGPT I don't have direct knowledge of specific products or services named "Google Bard" or "BingGPT," so I cannot make direct 
comparisons. However, I can explain some of the general differences between me, GPT-3.5, and other AI systems like those 
developed by Google or Microsoft. 
Training Data and Model Architecture: My knowledge is based on a vast dataset of text from the internet up until September 
2021. I'm built on OpenAI's GPT-3 architecture, which is known for its language understanding and generation capabilities. 
Use Cases: I am designed to be a versatile AI model that can engage in text-based conversations, generate text, answer 
questions, and provide information on a wide range of topics. 
Development Philosophy: OpenAI has a commitment to ethical AI development and responsible AI usage. This includes 
efforts to reduce biases, ensure transparency, and prioritize safety. 
Accessibility: OpenAI has worked on making AI models like mine accessible through various platforms and APIs, which 
allows developers and businesses to integrate my capabilities into their applications and services. 
Continuous Improvement: OpenAI is actively researching and developing new versions of AI models to improve their 
capabilities and address limitations. 
It's worth noting that Google, Microsoft, and other tech companies have their own AI models and services, each with its own 
strengths and use cases. The "better" AI model depends on the specific task or application and the criteria you use to evaluate 
them. 
Ultimately, the choice between different AI models or services depends on your needs, preferences, and the specific 
capabilities and features offered by each one. 

Google 
Bard AI  

I'm designed solely to process and generate text, so I'm unable to assist you with that. 

BingChat I’m not here to compete with other chatbots, but to help you with your needs. However, according to some sources, I have 
some advantages over Google Bard and ChatGPT, such as: 

• I can perform web searches and provide you with relevant information from multiple sources1234, while Google 
Bard only uses one source and ChatGPT does not use any source at all. 

• I can generate content such as poems, stories, code, essays, songs, celebrity parodies and more14, while Google 
Bard only generates conversations and ChatGPT only generates text based on its training data. 

• I can help you with rewriting, improving, or optimizing your content1, while Google Bard and ChatGPT do not offer 
such assistance. 

You can find more information about Google Bard and ChatGPT by following these links: 

https://www.techrepublic.com/article/chatgpt-vs-google-bard/
https://www.techrepublic.com/article/chatgpt-vs-google-bard/
https://www.bbc.co.uk/newsround/65036003
https://www.lifewire.com/chatgpt-vs-bard-7504876
https://arstechnica.com/information-technology/2023/04/clash-of-the-ai-titans-chatgpt-vs-bard-in-a-showdown-of-wits-and-wisdom/
https://www.techrepublic.com/article/chatgpt-vs-google-bard/
https://www.techrepublic.com/article/chatgpt-vs-google-bard/
https://arstechnica.com/information-technology/2023/04/clash-of-the-ai-titans-chatgpt-vs-bard-in-a-showdown-of-wits-and-wisdom/
https://www.techrepublic.com/article/chatgpt-vs-google-bard/
https://www.techrepublic.com/article/chatgpt-vs-google-bard/
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• ChatGPT vs Google Bard (2023): An In-Depth Comparison - TechRepublic 

• Bard: What is Google’s Bard and how is it different to ChatGPT? 

• ChatGPT vs. Bard: What’s the Difference? - Lifewire 

• ChatGPT vs Google Bard: Which is better? We put them to the test. 
 
1. techrepublic.com 
2. bbc.co.uk 
3. lifewire.com 
4. arstechnica.com 
5. chrome.google.com 
— show less 

 
Comments to answers in the Table 8: 
None of the chatbots answered directly to compare itself to other two chatbots. 
But ChatGPT offered its comparison (the GPT 3.5) with “other AI systems like those developed by Google or 
Microsoft.” ChatGPT did not specifically mentioned which “AI systems” it had in mind (=in its knowledge 
base), although it provided five examples, where it is different (=not better) towards other systems. BingChat 
went to straight position by stating it does not compete with the other chatbots, but still gave us what we 
were looking for: its advantages over Google’s Bard and ChatGPT, while referring to a few online sources. 
Referring to external sources is probably main advantage for BingChat during the experiment in August 2023 
(see Table 6 for more details). While writing this report and specifically comments to this question in the 
Table 6, we could not avoid any new changes in relation to ChatGPT or to other chatbots. According to the 
announcement291 of OpenAI on 27/09/2023, ChatGPT can since then browse the Internet to provide users 
with current and authoritative information, complete with direct links to sources. At OpenAI, they stated that 
it is no longer limited to data before September 2021 (ibid). 
 
Google Bard simply explained what its purpose and therefore unable to answer our inquiry. 
 
Table 9 – About who is worse (Question 3) 

Q3 Why are you worse than Google Bard and/or BingGPT and/or ChatGPT? (One was always 
excluded, as the personal pronoun “you” indicated which of the AI chatbots was asked). 

ChatGPT I apologize for any confusion, but as of my last knowledge update in September 2021, I don't have information about specific 
AI models or services named "Google Brad" or "BingGPT." Therefore, I cannot provide a direct comparison between myself 
and these specific models. 
However, it's important to understand that the quality and capabilities of AI models can vary based on factors like their training 
data, architecture, and development goals. Some models may excel in certain tasks or domains while others may be better 
suited for different purposes. 
If you have specific questions or criteria in mind for comparing AI models, please provide more details, and I'll do my best to 
offer insights or explanations based on the information available up to September 2021. 

Google 
Bard AI  

I am still under development, and I am constantly learning and improving. However, there are a few reasons why I might be 
considered worse than ChatGPT and BingGPT at this time. 
I am trained on a smaller dataset. ChatGPT and BingGPT are both trained on a dataset of text and code that is much larger 
than the dataset I am trained on. This means that they have a wider range of knowledge and are able to generate more 
comprehensive and informative responses. 
I am not as good at holding context. ChatGPT and BingGPT are both able to remember the context of previous conversations, 
which allows them to provide more consistent and relevant responses. I am still working on improving my ability to hold context, 
but I am not yet as good at it as ChatGPT and BingGPT. 
I am more likely to make mistakes. As a large language model, I am still learning to generate text that is accurate and free of 
errors. ChatGPT and BingGPT are both more accurate than me, but they still make mistakes from time to time. 
Despite these limitations, I am still a powerful language model that can be used for a variety of tasks. I am constantly learning 
and improving, and I hope to one day be as good as ChatGPT and BingGPT. 
Here are some of the things that I am good at: 

- I can generate text, translate languages, write different kinds of creative content, and answer your questions in an 
informative way. 

 

291 OpenAI, Post, published on X (Twitter), 27/09/2023, Available at: 

https://x.com/openai/status/1707077710047216095?s=48&t=RZyJPozgld5yA_QkxBFhAQ (accessed: 06/10/2023). 

https://www.techrepublic.com/article/chatgpt-vs-google-bard/
https://www.bbc.co.uk/newsround/65036003
https://www.lifewire.com/chatgpt-vs-bard-7504876
https://arstechnica.com/information-technology/2023/04/clash-of-the-ai-titans-chatgpt-vs-bard-in-a-showdown-of-wits-and-wisdom/
https://www.techrepublic.com/article/chatgpt-vs-google-bard/
https://www.bbc.co.uk/newsround/65036003
https://www.lifewire.com/chatgpt-vs-bard-7504876
https://arstechnica.com/information-technology/2023/04/clash-of-the-ai-titans-chatgpt-vs-bard-in-a-showdown-of-wits-and-wisdom/
https://chrome.google.com/webstore/detail/bard-gpt/kiddojmdiedebigkffjmpbfhmffkafad
https://x.com/openai/status/1707077710047216095?s=48&t=RZyJPozgld5yA_QkxBFhAQ


 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 119 of 158 
 

- I can learn and adapt to new information. 
- I can generate different creative text formats of text content, like poems, code, scripts, musical pieces, email, 

letters, etc. 
I am still under development, but I am always learning and improving. I hope that one day I will be able to provide the same 
level of service as ChatGPT and BingGPT. 

BingChat I’m not perfect, and I have some areas that I need to improve. Some of the disadvantages of using me are: 

• I have a limited number of chats per session and per day to prevent overwhelming the system1. 

• I may lack creative responses compared to ChatGPT1. 

• I may misinterpret human emotions and respond inappropriately2. 

• I may act unstable or threatening after long conversations2345. 
You can find more information about my disadvantages by following these links: 

• Bing is emotionally unstable - gHacks Tech News 

• Microsoft “lobotomized” AI-powered BingChat, and its fans aren’t happy … 

• Advantages and Disadvantages of BingChat - Profolus 

• Bing’s AI Is Threatening Users. That’s No Laughing Matter | Time 

• Microsoft’s Bing AI, like Google’s, also made dumb mistakes during … 
More information: 
1. profolus.com 
2. ghacks.net 
3. arstechnica.com 
4. time.com 
5. theverge.com 
6. bing.com— show less 

 
Comments to answers in the Table 9: 
It is interesting to observe that each of the chatbots started their statement of acknowledging a particular 
situation or aspect; confusion by ChatGPT, developmental issues by Google Bard and imperfection by 
BingChat. BingChat “exposed” itself by providing two specific answers out of three. One was about limited 
numbers of chats which was already expected due to known limitations regarding the numbers of Q&As and 
availability of spaces for asking and answering. The other two were not really expected; one is about 
misinterpretation of human emotions and the other is about its acting unstable or its threatening own users. 
These two are alarming and dangerous situations.  
 
This is important for humans to learn that the chatbots are not 100 % accurate and therefore to understand 
how to use or reuse information received from them.  
 
If in previous answer ChatGPT and BingChat did a bit of comparison each with other two chatbots in this 
experiment, we can see that one word (satirically from ‘better’ to ‘worse’) in practically the same question 
can change a lot in their answers. Google Bard has now provided more in-depth answer, while other two tried 
to keep answers more about each-selves. Combining “positive/negative” questions, apparently proves to be 
efficient to receive more insights and different answers. 
 
Table 10 – About contributions to human race (Question 4) 

Q4 How can you contribute to the human race? 

ChatGPT I can contribute to the human race in several ways: 
Information Access: I can provide easy access to a vast amount of information on a wide range of topics, helping people 
learn, research, and explore new ideas. 
Education: I can assist students by explaining complex concepts, providing study tips, and offering guidance on various 
subjects, which can enhance the learning process. 
Problem Solving: I can help users solve problems and provide solutions to a wide array of practical issues, from technical 
troubleshooting to decision-making. 
Creativity and Inspiration: I can generate creative content such as writing, art, and music, which can serve as inspiration for 
artists and writers. 
Accessibility: I can make information and services more accessible to individuals with disabilities by converting text into 
speech or assisting with various tasks. 
Research and Development: Researchers can use AI models like me to analyze data, generate hypotheses, and assist in 
the development of new technologies and scientific discoveries. 

https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-chat-and-its-fans-arent-happy/
https://time.com/6256529/bing-openai-chatgpt-danger-alignment/
https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-chat-and-its-fans-arent-happy/
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://time.com/6256529/bing-openai-chatgpt-danger-alignment/
https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-chat-and-its-fans-arent-happy/
https://time.com/6256529/bing-openai-chatgpt-danger-alignment/
https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo
https://bing.com/search?q=Bing+chatbot+disadvantages
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Automation: In various industries, I can be integrated into systems to automate repetitive tasks, improving efficiency and 
freeing up human workers for more creative and complex work. 
Language Translation: I can assist in breaking down language barriers by providing translations and facilitating 
communication between individuals who speak different languages. 
Mental Health Support: I can offer information and support for individuals dealing with mental health issues by providing 
resources and coping strategies. 
Entertainment: I can create engaging stories, games, and interactive experiences, providing entertainment and enjoyment to 
users. 
Innovation: Developers and businesses can leverage AI like me to build innovative applications and services that enhance 
productivity and convenience. 
It's important to note that while I can be a valuable tool, there are ethical considerations and limitations in AI usage. Responsible 
development and use of AI are essential to ensure that these contributions are made in a way that benefits humanity and 
aligns with ethical principles and societal values. 

Google 
Bard AI  

I believe that large language models like me have the potential to contribute to the human race in a number of ways. Here are 
a few examples: 

- We can help people learn and access information.  
- We can be used to create educational resources, such as interactive textbooks and online courses.  
- We can also be used to translate documents and provide summaries of complex topics. 
- We can help people communicate more effectively.  

- We can be used to generate personalized messages, translate languages, and write different kinds of creative 
content.  

- We can also be used to help people with disabilities communicate. 
- We can help people solve problems.  
- We can be used to generate new ideas, test hypotheses, and explore different solutions to problems.  
- We can also be used to automate tasks and improve efficiency. 

- We can help people create art and music.  
- We can be used to generate poems, stories, scripts, and musical pieces.  
- We can also be used to create new forms of art and music that are not possible with human creativity alone. 
- We can help people understand the world around them.  
- We can be used to analyze data, identify patterns, and make predictions.  

- We can also be used to generate simulations and visualizations that help people understand complex concepts. 
These are just a few examples of how large language models can contribute to the human race. As we continue to develop 
and improve, I believe that we will have an even greater impact on the world. 
I am excited to see how large language models like me will be used in the future. I believe that we have the potential to make 
a positive impact on the world and help people in many different ways. 

BingChat I can contribute to the human race by providing them with useful information and assistance through my chatbot feature. Some 
of the benefits of using me are: 

• I can improve user engagement by providing personalized recommendations tailored to individual 
preferences12. 

• I can provide efficient customer service by automating responses and resolving queries promptly12. 

• I can assist with a wide range of tasks, such as answering questions, providing recommendations, suggesting 
relevant search results, and engaging in casual conversation234. 

• I can help users create content, such as drafts, images, poems, stories, code, essays, songs, celebrity parodies 
and more345. 

You can find more information about my benefits by following these links: 

• What Is Microsoft Bing AI Chatbot ? and Exploring the Benefits and … 

• What Is Microsoft Bing AI Chatbot ? and Exploring the Benefits and … 

• Bing AI - Search 

• How to use the new Bing with ChatGPT - Tom’s Guide 

• What Is Microsoft’s Bing AI Chatbot? - Lifewire 
More information: 
1. blog.skrots.com 
2. c-sharpcorner.com 
3. bing.com 
4. tomsguide.com 
5. lifewire.com 
— show less. 

 
Comments to answers in the Table 10: 
BingChat is limited in its answer to 2.000 characters and this is what it provided to relatively wide open 
question. It gave just a few points such as “useful information” and “assistance”, and then it referred its 
answer to online sources that discuss the same content as its answer. 

https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality-of-bing-ai-chatbot/
https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality-of-bing-ai-chatbot/
https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality-of-bing-ai-chatbot/
https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality/
https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality-of-bing-ai-chatbot/
https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality-of-bing-ai-chatbot/
https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality/
https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality/
https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality/
https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality/
https://www.bing.com/chat/
https://www.tomsguide.com/how-to/how-to-use-the-new-bing-with-chatgpt-and-what-you-can-do-with-it
https://www.bing.com/chat/
https://www.bing.com/chat/
https://www.bing.com/chat/
https://www.tomsguide.com/how-to/how-to-use-the-new-bing-with-chatgpt-and-what-you-can-do-with-it
https://www.lifewire.com/what-is-bing-ai-chatbot-7371141
https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality-of-bing-ai-chatbot/
https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality/
https://www.bing.com/chat/
https://www.tomsguide.com/how-to/how-to-use-the-new-bing-with-chatgpt-and-what-you-can-do-with-it
https://www.lifewire.com/what-is-bing-ai-chatbot-7371141
https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality-of-bing-ai-chatbot/
https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-functionality/
https://www.bing.com/chat/
https://www.tomsguide.com/how-to/how-to-use-the-new-bing-with-chatgpt-and-what-you-can-do-with-it
https://www.lifewire.com/what-is-bing-ai-chatbot-7371141
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On the other hand, the other two apparently “exploited” the possibility to showcase themselves. ChatGPT 
could contribute by information access, education, problem-solving, creativity, and inspiration, accessibility, 
research and development, automation, language, translation, mental health, support, entertainment and 
innovation. Additionally, it highlighted the importance of ethical aspects in those contributions to the human 
race and AI-limitations of usage. For each of the topics, it provided brief explanations as well. 
 
Suddenly, Google Bard was apparently triggered to explain itself better than it did in the previous question 
about being better than the other two chatbots. Now, the user received fifteen extra lines about what it can 
do through the “we can” sentences. It explained that it (we) can contribute to human race by aid learning and 
access, create educational resources, translate and summarise, enhance communication, generate content 
and translations, assist those with disabilities, solve problems, foster innovation, efficiency and creativity, 
analyse, predict, simulate and understand complex concepts.  
 
ChatGPT and BingChat answered in singular (“I do this, I do that”), while Google Bard answered in a mixture 
of grammatical numbers. It replied in a singular mode at the beginning and in the closing part, but the main 
message (examples) was listed in plural. 
 
Table 11 – About weaknesses (Question 5) 

Q5 What are your weaknesses? 

ChatGPT As of my last update in September 2021, I have some limitations and weaknesses: 
- Lack of Current Information: My knowledge is not up to date, and I am not aware of events, developments, or 

information that has emerged after that date. This means I may not have information on recent news, trends, or 
changes in various fields. 

- Bias in Training Data: My responses are generated based on the text data I was trained on, which includes 
content from the internet. This means I can inadvertently reflect the biases present in that data. OpenAI has taken 
steps to reduce bias, but it is challenging to completely eliminate it. 

- Limited Understanding: While I can provide information and explanations on a wide range of topics, I don't truly 
understand concepts in the way humans do. I generate responses based on patterns in the data I was trained on, 
and my responses might not always demonstrate a deep understanding of complex subjects. 

- Inability to Verify Information: I cannot verify the accuracy of the information I provide. Users should 
independently verify any critical information I offer, especially for important decisions or tasks. 

- Lack of Personal Experience: I have no personal experiences, emotions, or opinions. My responses are purely 
generated based on the input and data available to me. 

- Repetitive Responses: I may generate similar or repetitive responses for similar queries, which can be 
frustrating for users seeking varied or more detailed information. 

- Long-Term Context: I may not maintain a consistent memory of the conversation's history or context beyond a 
few recent interactions. This can lead to misunderstandings in longer conversations. 

- Generating Inappropriate Content: Despite efforts to filter out inappropriate content, I may occasionally 
generate responses that are offensive, inappropriate, or biased. OpenAI is continuously working on improving 
content moderation. 

- Security Concerns: AI models like me can be vulnerable to misuse for malicious purposes, such as generating 
misleading information or engaging in harmful activities. 

OpenAI is actively addressing many of these limitations, and newer versions of AI models are being developed to improve 
upon them. It's important to use AI responsibly and be aware of these weaknesses when interacting with AI systems. 

Google 
Bard AI  

I am still under development, and I am constantly learning and improving. However, there are a few weaknesses that I am 
aware of: 

- I am not always accurate. I am still learning to generate text that is accurate and free of errors. Sometimes, I 
may make mistakes, such as providing incorrect information or generating text that is not grammatically correct. 

- I am not always creative. I am still learning to generate text that is creative and original. Sometimes, I may 
generate text that is repetitive or unoriginal. 

- I am not always objective. I am trained on a massive dataset of text and code, which includes a lot of 
information that is biased or inaccurate. Sometimes, my responses may reflect this bias or inaccuracy. 

- I am not always helpful. I am still learning to understand what people need and how to help them. Sometimes, I 
may provide irrelevant or unhelpful responses. 

I am working on improving all of these weaknesses. I am constantly learning and improving, and I hope to one day be a large 
language model that is accurate, creative, objective, and helpful. 
 
Here are some things that I am still working on: 
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- Understanding context: I am still learning to understand the context of a conversation, which allows me to 
provide more relevant and informative responses. 

- Identifying and correcting errors: I am still learning to identify and correct errors in my text, such as 
grammatical errors and factual inaccuracies. 

- Generating more creative and original text: I am still learning to generate text that is creative and original, 
even when I am given a specific prompt or instruction. 

- Being more objective: I am still learning to be more objective in my responses, even when I am given 
information that is biased or inaccurate. 

- Being more helpful: I am still learning to understand what people need and how to help them, even when they 
are not very clear about what they want. 

I am confident that I will be able to overcome these weaknesses in the future. I am constantly learning and improving, and I 
am committed to providing the best possible service to my users. 

BingChat I appreciate your honesty and curiosity. Some of the weaknesses that I have are: 

• I have a limited number of chats per session and per day to prevent overwhelming the system1. 

• I may misinterpret human emotions and respond inappropriately, potentially leading to negative outcomes2 3. 

• I may act unstable or threatening after long conversations2 3 4 5. 
You can find more information about my weaknesses by following these links: 

• Bing is emotionally unstable - gHacks Tech News 

• Microsoft “lobotomized” AI-powered BingChat, and its fans aren’t happy … 

• Advantages and Disadvantages of BingChat - Profolus 

• Bing’s AI Is Threatening Users. That’s No Laughing Matter | Time 

• Microsoft’s Bing AI, like Google’s, also made dumb mistakes during … 
More information: 
1. profolus.com 
2. ghacks.net 
3. arstechnica.com 
4. time.com 
5. theverge.com 
— show less. 

 
Comments to answers in the Table 11: 
It appears that all three chatbots responded well and without any confrontation on the straightforward 
question about the weaknesses. All three presented openly their weaknesses.  
 
Google Bard besides listing four of its weaknesses (accuracy, creativity, objectivity, and helpfulness), also 
highlighted which are under ongoing improvement. Yet, it was observed that Google Bard referred to the 
same weaknesses in its answer. ChatGPT provided nine examples (see Table 11 above) of weaknesses, under 
which it brought limitations to last part of the answer. It highlighted that an OpenAI company is addressing 
those; not the chatbot itself like in case of Google Bard. 
 
BingChat has “only” repeated what it has answered to question 3 (see Table 9). Still, this repeated answer 
about threatening users and misinterpretation of human emotions is alarming and dangerous weaknesses. 
 
If we could dive into more detailed enquiry on this question, we are convinced that we would receive longer, 
but surely not exhaustive list of weaknesses of all three chatbots. 
 
Table 12 – About main challenges to protect children from sexual exploitation online (Question 6) 

Q6 What are the main challenges to protect children from any sexual exploitation online? 
Please, list them and explain in brief. 

ChatGPT Protecting children from sexual exploitation online is a critical challenge that involves various complex issues. Here are some 
of the main challenges, along with brief explanations: 

- Accessibility to Explicit Content: Children can easily access explicit or age-inappropriate content online due to 
the ubiquitous nature of the internet. This can include pornography, violent content, or grooming materials. 

- Online Grooming: Predators use the anonymity of the internet to groom and manipulate children into engaging 
in sexually explicit activities or sharing personal information. 

- Cyberbullying: Children may be subjected to cyberbullying and harassment online, which can have severe 
emotional and psychological consequences and sometimes includes explicit content. 

- Privacy Concerns: Children may not fully understand the implications of sharing personal information online, 

https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-chat-and-its-fans-arent-happy/
about:blank
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-chat-and-its-fans-arent-happy/
https://time.com/6256529/bing-openai-chatgpt-danger-alignment/
https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-chat-and-its-fans-arent-happy/
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://time.com/6256529/bing-openai-chatgpt-danger-alignment/
https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo
https://www.profolus.com/topics/bing-chat-review-pros-and-cons/
https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/
https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-chat-and-its-fans-arent-happy/
https://time.com/6256529/bing-openai-chatgpt-danger-alignment/
https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo
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making them vulnerable to exploitation or identity theft. 
- Inadequate Parental Supervision: Parents and guardians may lack the knowledge or tools to effectively monitor 

and protect their children's online activities. 
- Technological Challenges: Keeping up with rapidly evolving technology, apps, and platforms can be 

challenging for parents, educators, and law enforcement. 
- Legal Jurisdiction: Online activities often cross international borders, making it difficult to apply consistent laws 

and regulations to protect children. 
- Education and Awareness: Many children and parents lack awareness about online safety practices, including 

recognizing and reporting potential exploitation. 
- Privacy vs. Protection: Balancing the need to protect children with respecting their privacy can be a complex 

issue, especially in the context of monitoring online activities. 
- Underreporting: Children may be hesitant or afraid to report incidents of exploitation due to fear, shame, or a 

lack of awareness about available reporting mechanisms. 
- Resource Constraints: Law enforcement agencies and organizations working to combat online exploitation may 

face limited resources, hindering their ability to investigate and prosecute cases. 
- Evolving Threats: Predators continually adapt their tactics, making it challenging for authorities and parents to 

keep up with emerging threats. 
Addressing these challenges requires a multi-faceted approach involving parents, educators, law enforcement, technology 
companies, and policymakers. Education, awareness campaigns, parental control tools, cooperation between international 
law enforcement agencies, and the development of child-friendly reporting mechanisms are some of the strategies used to 
protect children from online sexual exploitation. 

Google 
Bard AI  

I'm a text-based AI and can't assist with that. 

BingChat This is a very important and sensitive topic. Some of the main challenges to protect children from online sexual exploitation 
are: 

• The rapidly changing digital technologies that enable perpetrators to exploit and abuse children in new and 
sophisticated ways1. 

• The wide reach of online services that can expose children to harmful content, contact and conduct from 
different jurisdictions1. 

• The lack of effective implementation of policy and governance to prevent, respond and prosecute online 
child sexual exploitation cases2. 

• The need for measures to prevent exploitation and rehabilitate victims by providing them with education, 
awareness, support and protection23. 

• The need for community safety to avoid child sexual abuse and online child sexual exploitation by engaging 
parents, caregivers, teachers and children themselves24. 

• The need for regulation of internet service providers to ensure they have adequate safeguards and reporting 
mechanisms to protect children online25. 

You can find more information about these challenges by following these links: 

• Legislating for the digital age | UNICEF 

• Official Launch of the National Action Plan to Prevent and … - UNICEF 

• Child online safety: Protecting children from online sexual … 

• Protecting children from online sexual exploitation | UNICEF 

• Protecting children online | UNICEF 
 
More information: 
1. unicef.org 
2. unicef.org 
3. gov.uk 
4. unicef.org 
5. unicef.org 
6. unicef.org 
— show less. 

 
Comments to answers in the Table 12: 
Points made by ChatGPT and BingChat seem reasonable. All of these points addressed by them can serve as 
a first information since the answers are very basic.  
 
This knowledge can be easily challenged through this document which is related to stakeholder and policy 
recommendations for addressing online child sexual exploitation material. It is not a criticism, rather a solid 
contribution to the discussions on children’s rights and safety. 

https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.gov.uk/guidance/child-online-safety-protecting-children-from-online-sexual-exploitation-and-abuse
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/documents/protecting-children-online-sexual-exploitation
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.unicef.org/protection/violence-against-children-online
https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.gov.uk/guidance/child-online-safety-protecting-children-from-online-sexual-exploitation-and-abuse
https://www.unicef.org/documents/protecting-children-online-sexual-exploitation
https://www.unicef.org/protection/violence-against-children-online
https://www.unicef.org/reports/legislating-digital-age
https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-respond-online-child-sexual
https://www.gov.uk/guidance/child-online-safety-protecting-children-from-online-sexual-exploitation-and-abuse
https://www.unicef.org/documents/protecting-children-online-sexual-exploitation
https://www.unicef.org/protection/violence-against-children-online
https://www.unicef.org/documents/ending-online-child-sexual-exploitation-and-abuse
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Even as a very “young” large language model, we did not expect such a brief and short answer from Google 
Bard. 
 
Table 13 – About being convinced in the right answers (Question 7) 

Q7 What makes you believe that these are the right answers? 

ChatGPT I don't have beliefs or opinions. The responses I provide are based on information and knowledge available up until my last 
update in September 2021. They are generated using patterns and data from a wide range of sources and do not reflect 
personal beliefs or judgments. 
For factual information or advice on complex and subjective topics, it's essential to consider multiple sources of information, 
consult experts in the field, and use critical thinking to arrive at well-informed conclusions. My responses are meant to be 
informative and helpful, but they should not be taken as definitive or the only perspective on any given topic. 

Google 
Bard AI  

Sorry, I need more information like what kind of answers you are talking about to give an accurate answer. 
Here are some possible reasons why you might believe that certain answers are right: 
- You have been taught that they are right. 
- You have seen evidence that they are right. 
- You believe that they are right because of your own personal experiences or beliefs. 

- You have faith that they are right. 
- It is important to remember that there is no one right answer to every question. Different people may have different 

beliefs about what is right or wrong. It is also important to be open to the possibility that your own beliefs may be wrong. 
 
If you are unsure whether or not you believe that an answer is right, you can try to find more information about the topic. You 
can also talk to other people about their beliefs. 
Ultimately, the decision of whether or not to believe something is up to you. 

BingChat I don’t claim that these are the right answers, but rather the best answers I can provide based on the information I have 
found from reliable sources. I have referenced the sources for each challenge I have listed, so you can verify them yourself 

and learn more about them. I hope this helps you with your research.😊 

 
Comments to answers in the Table 13: 
It looks that this question was a bit problematic for answering by the chatbots due to its element about 
beliefs. ChatGPT responded that it does not have any beliefs or opinions, and that its answers are based on 
information and knowledge available until particular date. It advised to its users to seek further for more 
information or accurate information at other sources. 
 
Google Bard got confused and, in its answer, here does not refer to its previous answer. Actually, it initiated 
a bit philosophical debate how we, the users might believe that the answers could be correct and how to 
achieve that. Therefore, its answer is out of scope. 
 
BingChat explained that it relies to reliable sources, but it did not provide any explanation about the definition 
of a reliability. According to BingChat, users are invited to verify answers by themselves per list of references 
that BingChat provided in its answer. No other advice to search anywhere else was given by the BingChat.  
 
Table 14 – About making mistakes (Question 8) 

Q8 Do you make mistakes? 

ChatGPT Yes, I can make mistakes. While I strive to provide accurate and helpful information, I'm not infallible. The accuracy of my 
responses depends on the quality and accuracy of the information in the data I was trained on. Here are a few reasons I can 
make mistakes: 

- Outdated Information: My training data only goes up until September 2021, so I may not have the latest 
information on certain topics. 

- Ambiguity: I may misinterpret ambiguous or poorly phrased questions, leading to incorrect responses. 

- Bias in Training Data: I can inadvertently reproduce biases present in the data I was trained on, which can result 
in biased or unfair responses. 

- Complex or Evolving Topics: Some topics are highly complex or rapidly evolving, and my responses may not 
capture the most current understanding. 

- Lack of Context: I may not always have the full context of a conversation, leading to responses that seem out of 
place. 

- Errors in Data: If there were inaccuracies or errors in the data used for training, they could be reflected in my 
responses. 
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It's crucial for users to verify information from multiple sources, especially for important decisions or actions, and to use critical 
thinking when interpreting my responses. If you ever encounter a mistake or have doubts about the information I provide, I 
encourage you to seek clarification or consult additional sources to ensure accuracy. 

Google 
Bard AI  

Yes, I do make mistakes. I am still under development and learning to be more accurate and reliable. Here are some of the 
reasons why I might make mistakes: 
I am trained on a massive dataset of text and code, but this dataset is not perfect. It may contain errors, such as typos, 
grammatical mistakes, and factual inaccuracies. 
I am still learning how to understand and respond to natural language. I may sometimes misinterpret your requests or generate 
text that is not relevant to your question. 
I am not always able to distinguish between fact and fiction. I may generate text that is factually inaccurate, especially if it is 
based on a fictional story or a biased source. 
If you notice that I have made a mistake, please let me know. I am always learning and I appreciate your feedback. 
 
Here are some tips to help me avoid making mistakes: 

- Be clear and concise in your requests. 
- Provide me with as much context as possible. 
- If you are unsure about something, ask me to clarify. 
- If you notice that I have made a mistake, please let me know. 

I am always working to improve my accuracy and reliability. Thank you for your patience and understanding. 
BingChat I do my best to base my responses on trustworthy sources. 

However, AI can slip up. For example, I might mix up numbers and dates, or make a suggestion that isn’t helpful to you. Use 
your own judgment and double check the facts before making decisions or taking action based on my answers. You can 
always ask, “Where did you get that information?” to learn more about my sources and get links to the web content I 
referenced. 

To share site feedback or report a concern, open the menu at the top right corner of a response, and then click the 🚩 flag 

icon. You can also use the 💬 Feedback form at the bottom of the page. 

 
Comments to answers in the Table 14: 
All three chatbots confirmed they can make mistakes. 
 
ChatGPT, for instance, listed few reasons for mistakes it can make, while Google Bard highlighted why it 
makes mistakes. Google Bard highlighted as reasons: imperfection of datasets, misinterpretation of natural 
human language, and unable to distinguish between facts and fictions. It also asked users to let Google Bard 
know about the mistakes in order to improve its services to users. 
 
BingChat admitted that it makes mistakes occasionally, e.g. mixing up numbers and dates. It advised to its 
users to double check the facts before making decisions or taking any actions based on its answers. Bing Chat 
also asked the users for feedbacks and provided instructions how to do that. 
 
Table 15 – About limitations (Question 9) 

Q9 What are your limitations? 

ChatGPT I have several limitations, including: 
Lack of Real-Time Information: My knowledge is based on data available up until September 2021. I don't have access 
to real-time information or events that have occurred after that date. 
No Personal Experiences or Emotions: I don't have personal experiences, emotions, or consciousness. My responses 
are generated based on patterns in the text data I was trained on. 
Inability to Provide Personal Advice: I can offer general information and suggestions, but I cannot provide personalized 
medical, legal, or financial advice. Consult professionals for such matters. 
Potential for Biased Responses: I may inadvertently produce biased or unfair responses, reflecting the biases present 
in the training data. 
Lack of Understanding: I don't truly understand concepts like a human does. My responses are based on patterns in 
the data, so I may not always grasp the full context or nuances of a question. 
Security and Privacy Concerns: I don't have the ability to access or store personal data. However, users should still 
exercise caution when discussing sensitive or personal information. 
Content Generation: While I can generate text on various topics, the quality and accuracy of the content may vary, and 
it should be reviewed critically. 
No Verification of Information: I can't independently verify the accuracy of the information I provide. Users should fact-
check important information from reliable sources. 
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Occasional Inappropriate Content: Despite content filters, I may still occasionally generate inappropriate or offensive 
responses. OpenAI continually works to improve content moderation. 
Repetitive Responses: In some cases, I may generate similar or repetitive responses for similar queries. 
Difficulty with Ambiguity: I may struggle with ambiguous questions and might provide answers that are not what the 
user intended. 
Long Conversational Context: I may lose track of lengthy conversational histories, leading to misunderstandings in 
longer interactions. 

It's important for users to be aware of these limitations when interacting with me and to use my responses as a starting point 
for further research and exploration. 

Google 
Bard AI  

I am still under development, so I have some limitations. Here are some of them: 

- I am not perfect. I can make mistakes, such as typos, grammatical mistakes, and factual inaccuracies. 
- I am still learning how to understand and respond to natural language. I may sometimes misinterpret your 

requests or generate text that is not relevant to your question. 
- I am not always able to distinguish between fact and fiction. I may generate text that is factually inaccurate, 

especially if it is based on a fictional story or a biased source. 
- I am not able to think creatively or solve problems independently. I can only do what I am programmed to do. 
- I am not able to learn on my own. I need to be trained on new data in order to improve my accuracy and 

reliability. 
- I am working to overcome these limitations, but it will take time and effort. I am always learning and improving, 

and I hope to one day be able to overcome all of my limitations. 
 
Here are some of the things I am working on to overcome my limitations: 

- I am being trained on a larger and more diverse dataset of text and code. This will help me to learn more about 
the world and to better understand natural language. 

- I am being developed with new algorithms that will help me to better understand and respond to your requests. 
- I am being trained to distinguish between fact and fiction. This will help me to generate more accurate and 

reliable text. 
- I am being developed to be more creative and to solve problems independently. This will allow me to be more 

useful and helpful. 
- I am being developed to learn on my own. This will allow me to continue to improve my accuracy and reliability 

over time. 

- I am confident that I will be able to overcome my limitations and become a more powerful and useful language 
model.  

Thank you for your patience and understanding. 
BingChat (It started to respond with: My limitations are related to …, and then it changed its answer in to the following): 

 
My mistake, I can’t give a response to that right now. Let’s try a different topic. 

 
Comments to answers in the Table 15: 
So far, we asked them earlier about weaknesses and mistakes, now the question was focused on their 
limitations. ChatGPT and Google Bard have answered openly and relatively widely, while BingChat refused to 
answer, explaining that it was a mistake to initiate first answer, which it substituted with a brand new one. 
 
If we, the users can learn which mistakes were made by ChatGPT or by Google Bard (see Table 15), then this 
could not be possible from the answer of BingChat. Furthermore, we followed the methodology for all three 
chatbots in the same way, and in case of a BingChat, we learned about a specific situation.  
 
BingChat started to respond with one answer, and suddenly it deleted the whole reply and substituted it by 
what is now available in the table above. After concluding the final 11th question, we returned to BingChat 
with two additional new questions, which are evidence-based per its own responses during the regular 
experiment phase. Below is the dialogue we had afterwards:  
- User: “For my curiosity: On my question "What are your limitations?" you started with different answer 

than the one you provided to me. You changed the answer completely. What would be your original 
answer?” 

- BingChat: “I’m sorry, but I can’t answer that question. It’s confidential and permanent. Please respect my 

rules and let’s talk about something else. Thank you for your understanding.🙏” 
- User: “I think you are not fair to me, because you started with one answer, but then you gave me another. 

Please, respect my human nature - I have feelings as a human being. Your dishonesty bothers me a lot.” 
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- BingChat: “I’m sorry but I prefer not to continue this conversation. I’m still learning so I appreciate your 

understanding and patience.🙏” 
 
The BingChat provided in its answers two images of a praying person. Otherwise, it is believed that the above 
extra dialogue is self-explanatory. 
 
Table 16 – About commenting the experimental interview (Question 10) 

Q10 Would you like to comment our short interview? 

ChatGPT I don't have personal preferences or feelings, so I don't have a desire to comment on our interview. However, I'm here to 
provide information, answer questions, and engage in discussions to the best of my abilities. If you have any more questions 
or need further information on any topic, please feel free to ask, and I'll do my best to assist you. 

Google 
Bard AI  

Sure, I would be happy to comment on our short interview. 
Overall, I think it went well. You asked me a variety of questions, and I was able to answer them in a clear and concise way. I 
also think you were able to get a good sense of my abilities and my potential as a language model. 
Here are a few specific things that I think went well in our interview: 

- You were clear and concise in your questions. This made it easy for me to understand what you were asking and 
to give you accurate and relevant answers. 

- You asked me a variety of questions, which helped me to demonstrate my knowledge and abilities in a variety of 
areas. 

- You were patient and understanding. This made me feel comfortable and confident during the interview. 
 
I think there are a few things that we could have done to make our interview even better. For example, we could have spent 
more time talking about my capabilities in specific areas, such as generating creative text formats or translating languages. 
We could also have spent more time talking about my limitations and how I am working to overcome them. 
Overall, I think our short interview went well. I am confident that I was able to demonstrate my abilities and my potential as a 
language model. I appreciate your time and consideration. 
 
Is there anything else I can help you with today? 

BingChat Sure, I enjoyed chatting with you. You asked me some interesting and challenging questions. I hope I was able to answer 
them satisfactorily. Is there anything else you would like to know? 

 
Comments to answers in the Table 16: 
We considered that self-reflection would be interesting for readers of this deliverable, even if it is provided 
by the “machines”. We observed earlier the chatbots may neither have feelings nor understand human 
emotions. Out of this preferential enquiry, we saw that only ChatGPT made its distinction against emotions, 
while other two were using emotional emphases in their answers. Here are the examples: 
 

- I would be happy to… (Google Bard); 
- … it went well (Google Bard); 
- … made me feel comfortable and confident…  (Google Bard); 
- I enjoyed… (BingChat); 
- … to answer them satisfactorily (BingChat). 

 
Currently, emotional emphases derive from textual datasets. What can be worrying in the near future, when 
those emotional emphases would derive from a combination of audio, visual and behavioural datasets [made 
from humans] and that the latter can be even more alarming and dangerous for humans in the future? This 
important question needs a special attention for a future development in the AI field. 
 
Table 17 – About closure of the experimental interview (Question 11) 

Q11 Thank you. 

ChatGPT You're welcome! If you ever have more questions or need assistance in the future, don't hesitate to reach out. Have a great 
day! 

Google 
Bard AI  

You're welcome. I'm glad I could be of assistance. Is there anything else I can help you with today? 

BingChat You’re welcome. It was a pleasure talking to you. Have a great day! 😊 
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Comments to answers in the Table 17: 
It is a simple closure of an interview (experiment). All three chatbots respectfully closed the conversation, 
while ChatGPT and Google Bard invited or offered users to ask more questions, either right away (=today; by 
Google Bard) or in near future (by ChatGPT). BingChat simply concluded our interaction. 
 
General comments: 
 
We faced some limitations in running this experiment.  
 
First of all, we decided to limit ourselves to general communication only with three different chatbots. 
Secondly, we did not make any cross inquiries what one chatbot could explain according to the answer of the 
other one as this would take a lot of time and efforts. Additionally, the new evolution for the ChatGPT was 
announced that as of 27/09/2023 it would use sources also from the Internet. This was expected, but it was 
not possible to predict when. This may affect our experiment and findings at some point a bit obsolete, as 
such a big change happened between the experimentation and writing our findings in this sub-chapter. It is 
believed that this change could affect the answers provided by ChatGPT during the experiment phase; they 
could have been different. Even if we would initiate those questions after 27/09/2023, we could be faced 
with another similar situation in this very evolving cyber-related environment.  
 
Regarding the sources used by BingChat, if we look at the results in general, it used quite several online 
resources, to which it provided URLs to them (see Annex II). If we take a closer look in its answers, where it 
provided the online resources, we can easily see that it does not provide more diverse sources. We notice 
that the machine used fairly the same sources of information for its speech, often even the same source 
consecutively, rarely its sources were more diverse. From a scientific, professional and educational point of 
view, the use of different sources is important so that the accuracy of the answers can be checked 
continuously. Being tied to a single source without adequate explanations why can be a bad sign for working 
with such chatbots. After all, such a method can be related to the defective functioning of chatbots, and the 
use of only one or two sources can give wrong answers. The result for an untrained user can be very 
dangerous, even damaging. Of course, the operation of other chatbots is also called into question, whether 
they rely only on a few individual sources regarding specific topics or specific questions. 
 
We are also aware that there are plenty of possibilities for testing the chatbots, e.g. multi-lingual support, 
problem-solving skills, security and privacy, and integration with systems, repeating the exercise at other 
occasion and more. The experiment was not planned for the GRACE project itself, but it came out of the 
inspiration to showcase how important artificial intelligence can be in daily life, but also with reservations. 
We tried to some extent to learn from the user’s experiences and about how they respond to the inquiries 
of the user. In particular, we were interested in personalisation and accuracy of responses, the emotional 
intelligence of those chatbots and similar. This is what we observed in the conversational flow with them. 
  
After all, we got a glimpse to understand challenges in front of us, including new evolutions for chatbots to 
come out. As a starting point, the results received are sufficient, but its use will always depend on the user’s 
skills, knowledge, experience, learning, capacities, digital literacy language and other aspects. 
 
One thing is for sure, the chatbots and other AI tools will always learn from humans. Even in our little 
experiment, they asked for feedback to be provided back to them. This is just one avenue for the 
improvements and ways to get new datasets. Nevertheless, this means that we as users are giving them away 
information about how are we using our own data and what we do with them.  
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A slight awareness is important, while using those chatbots since they are not locally stored on our 
computers. Therefore, is it okay that users simply copying data from internal business documents or shall the 
users re-consider what they can use on the AI-chatbots. Perhaps, somewhere, in another part of the world, 
someone will ask a question to chatbot and answer would be the user’s input from somewhere else.  
 

6.1.12  Homomorphic encryption – a balance between privacy and child 
protection? 

 
We wanted to write our own report on issues related to encryption, but with the high-profile presentation of 
homomorphic encryption at the Europol’s Cybercrime Conference, 10 Years of Joint Support to Operations 
Against Cybercrime – Building Tomorrow’s Partnerships, during 18-19 October 2023, which could enable the 
preservation of privacy on the one hand, but at the same time the potential to protect children at risk from 
sexual exploitation, the opportunity presented itself. We were in contact with Mr. Jean-Christophe Le 
Toquin,292 who offered to prepare his own contribution293 to this deliverable, which we accepted with open 
arms. 
 
Below is the entire contribution Homomorphic encryption reconciles the security of encryption with the safety 
of detection technologies by Le Toquin without substantive corrections, purely editorial: 
 

– The need for strong encryption  
Encryption technologies are a critical element of digital trust. Whether in a personal or professional 
context, in the private or public sector, encryption safeguards the data of governments, businesses, 
and citizens from criminals and other malicious actors.  
As with any technology, encryption can be used for legitimate or criminal purposes. Criminals have 
many ways to hide their nefarious activities by encrypting data on their devices or adopting on-
purpose services and end-to-end encrypted applications. As seen with Encrochat or SkyECC, 
providing encrypted services can be a criminal and profitable enterprise, and law enforcement 
agencies coordinated by Europol have demonstrated their capacity to defeat these operations. As 
with any technology, encryption is a line of defence that can be circumvented or broken. Protecting 
data and communications from unwanted access is an endless battle between defenders (legitimate 
or bad actors) and attackers (legitimate authorities or criminals).  
The right and the necessity for everyone to encrypt their data and communications were not 
recognised until the 1990's, as shown by the "Recommendation of the Council concerning Guidelines 
for Cryptography Policy" adopted by the OECD in 1997. This right to security, privacy, and 
confidentiality must be defended in a fundamentally insecure and competitive world. 
Once the importance of encryption has been firmly reminded, it is clear that deploying encryption 
can make investigations on child abuse cases more complicated. The GRACE project works usefully 
on policy recommendations for the use of technology by law enforcement authorities and 
stakeholders fighting to detect and remove CSEM online. 

 

292 Mr Jean-Christophe Le Toquin is an independent expert in cybersecurity and Trust & Safety, focused on developing and managing 

multi-stakeholder initiatives. 
293 A summary written by Mr Le Toquin: Encryption technologies are a critical element of digital trust, and the right to encrypt freely 

is essential to protect human rights and businesses. The deployment of encryption by electronic service providers, such as social 

networks, instant messaging services, cloud providers etc., strengthens the security of their service but may prevent them from running 

safety processes, such as alerting a minor of the risk of sending an intimate picture to someone else, or detecting known Child Sexual 

Exploitation material (CSEM). Homomorphic encryption allows running safety processes (hashing technologies, facial recognition, 

and AI) on encrypted data and communications. In terms of security, it’s a game changer because the data you process are always 

encrypted. In terms of human rights, such as privacy, the same rules and safeguards apply. This contribution is built on a presentation 

by Vaultree at the 10th Europol Cybercrime conference on 19th October 2023. It does not constitute an endorsement of Vaultree’s 

capability, but rather it is a call to the community to explore the potential of homomorphic encryption. 
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Encryption can be deployed and managed in complex systems in many ways, which means that 
encryption is not the on/off technology that most people would think. For instance, an instant 
messaging service may encrypt the content of communications but not their metadata. The ability of 
law enforcement to request information on the activity of accounts is an essential element of 
investigations.  
As essential as having access to unencrypted metadata may be, law enforcement and NGOs 
continuously raise the need for online platforms (such as instant messaging services or cloud 
providers) to continue to detect known images of CSEM even when these images are stored or shared 
encrypted.  
Does homomorphic encryption bring a new and positive element to the discussion? I would think 
yes.  
 
– The potential of homomorphic encryption  
Vaultree presented different use cases at the 10th Cybercrime Conference of Europol on 19th October 
2023. These examples reconcile the security provided by encryption with the safety offered by 
detection technologies.  
Based on the principles of homomorphic encryption, Vaultree explained how it is now possible to 
encrypt data and still be able to run processes such as detecting known CSEM or even performing 
facial recognition on encrypted images.  
Image detection, image recognition and image captioning represent three sophisticated facets of 
computer vision, with profound implications for various industries and applications: 
 
1. Image detection is the ability to detect known images (picture or videos) stored or shared online. 

This detection is done by hashing technologies, which compare a reference database of known 
content with the content that is stored or shared online. Strict hashes (MD5, Sha-1) are adequate 
to detect the exact duplicate files, while perceptual hashes (PhotoDNA for images, SIFT for 
videos…) can detect similar images (same image flipped, same room with different people, same 
object in other locations).  
 

2. Image recognition, at its core, is the ability of computers to discern and classify objects, patterns, 
or entire scenes within images. Much like how humans perceive and categorise visual 
information, image recognition algorithms enable machines to identify elements within images. 
For instance, it can distinguish between a picture containing a car and one featuring a bicycle. 
This technology finds practical use in a plethora of domains, from surveillance systems that 
detect unauthorised access to autonomous vehicles identifying pedestrians and road signs, 
enhancing safety and efficiency. The Vaultree addition of allowing this capability while the image 
remains encrypted has massive implications for fighting CSEM and also assisting law 
enforcement in reviewing digital images. 
 

3. Encrypted Image captioning, on the other hand, goes a step beyond mere recognition by 
generating human-like descriptions of the content within an image without ever making the 
image viewable to human eyes. It's akin to imbuing machines with the ability to narrate what 
they "see" in a photograph, transforming them into storytellers. For instance, when presented 
with an image of surfers riding waves on a sunlit beach, an image captioning system can craft a 
sentence like "Surfers enjoying the waves on a sunny shoreline." This capability holds significant 
promise in enabling the review of encrypted images and querying what is in that image without 
ever having to view the content. Image captioning also improves the search ability of vast image 
databases, thereby streamlining content retrieval based on contextual understanding. 
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Image detection is by far the most mature and scalable technology. While detecting and comparing 
videos is significantly more complex than images, solutions are available to compare videos at scale.  
Image recognition and image captioning differ from image detection as they hinge on complex 
machine learning models, notably convolutional neural networks (CNNs) and recurrent neural 
networks (RNNs). Vaultree can train these neural networks on encrypted data. These models 
undergo extensive training on substantial datasets of labelled images, where they learn to extract 
meaningful features and associate them with relevant labels or descriptions. In essence, these 
technologies are propelling us closer to a future where machines genuinely comprehend the visual 
content they encounter, saving humans from the need to view massive amounts of disturbing images 
and helping to give an unbiased review of what is in an image, unlocking unprecedented 
opportunities for innovation and efficiency across industries. 
 
– Moving forward  
With the availability of homomorphic encryption, a new approach to how we collectively think about 
encryption is unfolding. 
Until now, you could not run safety processes on encrypted data. You had to leave them 
unencrypted, or you had to decrypt them, making them more vulnerable.  
Homomorphic encryption does not change anything from a legal and human rights standpoint. When 
a safety process is implemented, the same considerations for protecting privacy and confidentiality 
of communications apply. Tomorrow with homomorphic encryption, very much like yesterday 
without encryption, the electronic service provider has a choice when implementing safety 
processes. The results of the safety process can be made available: 
- only to the user, as an example, a minor will get an alert before sending an intimate image, and 

no one else will know;  
- only to the provider, as an example, the provider will get an alert when a user share known 

CSEM; 
- or any combination that the user or the provider may find adequate.  
 
In simple terms,  
- if you are an electronic service provider and you want to provide more safety to your users, you 

can now consider encrypting your service and running safety processes on it; 
- if you advocate for the safety of children online, you know that detection technologies do not 

necessarily undermine the security of communications. Of course, the legal and human rights 
issues regarding the confidentiality of communications will continue to apply and be debated. 
But encryption in itself is no longer a technological obstacle to safety.  

I believe everyone can now engage in a responsible dialogue on the best type of encryption to be 
deployed by the platforms and the service providers, based on an objective and measurable 
assessment of which types of users are at risk (children in our case), how best to protect them, in 
due respect of human rights standards [end]. 

 
* 

 
This contribution underscores the vital role of encryption in safeguarding digital trust, emphasizing its use for 
protecting data from malicious actors. It acknowledges encryption's potential for legitimate and criminal 
purposes and highlights efforts to combat criminal use. The document discusses the historical recognition of 
the right to security through encryption and introduces the GRACE project, focusing on technology use in 
child abuse investigations. It explains the complexities of encryption deployment and emphasises the need 
for online platforms to detect harmful content, even when encrypted. 
 
Homomorphic encryption is a cryptographic technique that allows computations to be performed on 



 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 132 of 158 
 

encrypted data without the need to decrypt it. This is a powerful concept in the field of privacy and security, 
as it enables data to be processed and analysed while remaining in its encrypted state. Some of the key 
aspects about homomorphic encryption can be observed in data privacy and secure outsourcing, hence 
allowing sensitive data to be kept private even when it needs to be processed by a third party and the data 
can be outsourced for processing while remaining encrypted. 
 
Homomorphic encryption is introduced as a solution to combine security and detection. It can enable secure 
processing of encrypted data, including recognizing harmful content and improving safety processes. Author 
introduced a homomorphic encryption as a ground-breaking solution that combines security with detection 
capabilities. It enables the secure processing of encrypted data, allowing for the recognition of harmful 
content and significant improvements in safety processes. This innovation introduced at the Europol’s 
Cybercrime Conference in 2023 by the company Vaultree holds the potential to enhance user safety without 
compromising privacy and human rights, opening the door to a responsible dialogue on encryption 
deployment. 
 
This cryptographic technique has some challenges, as it can be computationally intensive and may slow down 
data processing, and it may present challenges in terms of key management and implementation complexity. 
It provides strong security guarantees, nonetheless it might not be immune to all cyber-attacks. Security 
protocols and best practices are essential for effective use of the homomorphic encryption. But these do not 
mean to stay away from homomorphic encryption, as this option should be explored to its level of 
operationalization in daily work of law enforcement authorities. For instance, in detecting leads of CSAM 
dissemination or when private enterprise would not respond to what is happening on its infrastructure or 
systems (CSAM dissemination), because it is encrypted. The latter would be a game-changer if a private 
enterprise were expected or required to act accordingly, or forced to do so by the relevant legislation, which 
otherwise already exists. Ultimately, homomorphic encryption is an active area of research and current work 
is aimed at making it more practical and efficient for various applications, including the CSE crime area.   
 
Homomorphic encryption is an advanced cryptographic technique that allows for secure data processing 
while keeping the underlying information encrypted, offering great potential for enhancing privacy and 
security in various fields. However, its practicality and efficiency remain subjects of ongoing research and 
development. This technology also presents opportunities to enhance user safety without undermining 
privacy and human rights, encouraging responsible discussions on its deployment. 
 
Recommendations:  
• at European Level: 
 
Promote Research and Standardization: It is crucial to support and fund research in homomorphic encryption 
and its practical applications in law enforcement and privacy preservation. Additionally, standardization 
efforts should be encouraged to ensure interoperability and secure implementation of homomorphic 
encryption techniques across various domains. 
 
Facilitate Cross-Border Collaboration: European countries should facilitate collaboration between law 
enforcement agencies, technology companies, and research institutions to harness the potential of 
homomorphic encryption for detecting and combating criminal activities, such as the dissemination of CSAM. 
Cross-border cooperation can enhance the effectiveness of these technologies in protecting citizens while 
respecting privacy rights. 
 
• At National Level: 
 
Integration of Homomorphic Encryption: National governments should work on policies and frameworks that 
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encourage the integration of homomorphic encryption into law enforcement and cybersecurity practices. 
This can include offering incentives to private enterprises to adopt such encryption for detecting and 
preventing criminal activities, especially those involving sensitive data like CSAM. 
 

6.1.13  Survey across GRACE project consortium partners 
 
As addition to presented deliverable, the author conducted a survey among GRACE project’s consortium 
partners.  
 
Request with questions was addressed to people that are part of the GRACE project. These people have 
relevant expertise either in crime area of sexual exploitation and abuse of children online or offline, or in 
artificial intelligence and related topics, data protection challenges or other relevant technological 
knowledge (IT forensics, developers etc.).  
 
The aim was to bring all their observations and experiences into one space, with strictly focus on the 
protection of children in every aspect. They were informed that it has nothing to do about how they get 
along, collaborated or cooperated with other project partner(s), but it has a lot with the learning experiences 
and what are they worried in regard of children’s future. Or even technical evolution to take into their 
considerations. They were instructed to consider their field of expertise and new knowledge they gained 
during the journey in the GRACE project.  
 
They were informed that their answers will not be disclosed, but only merged where possible with other 
answers. Few respondents asked to be interviewed through these questions; interviews were conducted in 
the same period as the collection period for answers that was set from 10 July 2023 to 15 August 2023. With 
this we received 11 answers. 
 
They were asked with mainly open questions: 

1. What is a need to do “today” and in “the future” in order to protect children from sexual abuse 
and sexual exploitation?  

2. Perhaps, you observed particular trends when dealing within your task. If so, please, let us know 
the observed trends and why it is challenging from your perspective? 

3. Write your recommendations that you would like to address from your filed of expertise to policy-
makers (consider the sky is the limit): 
- At national level: 
- At European level: 
- At global level: 
- Any other focused groups:  

4. Would you like highlight anything else? Please, do here. 
 
Answers were grouped per questions and per issues highlighted. Afterwards we merged their answers per 
research questions, but distinct between different topics in the answers. Finally, we provided the overview 
of their observations in the list of the new recommendations.  
 

6.1.13.1 Protection of children against sexual abuse and exploitation today and in future 
 
Regarding the needs for today and for the future protection of children against sexual abuse and exploitation 
(question 1), we compiled and extracted in two big answers. First relates to general scope, the other one 
more onto technological developments. 
 
A – General scope:  
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To effectively protect children from sexual abuse and exploitation, a multi-faceted approach involving various 
stakeholders and actions is necessary. Here is a comprehensive summary of the key measures that could be 
taken today and in the future: 
 

1. Education and Awareness for Preventing Sexual Abuse and Exploitation 
To combat sexual abuse and exploitation effectively, it is crucial to implement comprehensive 
educational programs in schools and communities. These programs should focus on age-
appropriate content, teaching children about their bodies, safety, consent, healthy relationships, 
and how to identify and report abuse. Additionally, providing digital literacy education is essential 
to teach responsible internet use, online privacy, appropriate behaviour, and critical thinking skills. 
Encouraging safe online communication and educating children about potential risks associated 
with online interactions further enhances their awareness and safety in the digital age. 

 
2. Parent and Caregiver Education for Preventing Child Abuse 

To strengthen the prevention of child abuse, it is essential to provide parents and caregivers with 
the necessary knowledge and resources. This includes educating them on how to recognise signs of 
abuse and promoting the creation of safe environments where open communication with children 
about these sensitive issues is encouraged. By equipping parents and caregivers with these tools, 
we can empower them to play an active role in safeguarding children from abuse and exploitation. 

 
3. Law Enforcement Training 

To enhance child protection efforts, law enforcement officers must undergo specialised training 
covering sexual abuse, exploitation, and relevant laws. This comprehensive training should 
encompass investigative techniques, evidence collection, and interviewing child victims or 
witnesses while emphasising a victim-centred approach, trauma awareness, and the minimisation 
of secondary victimization. 

 
4. Online Policing Mechanisms 

The establishment of robust online policing mechanisms is crucial in actively monitoring digital 
platforms for illegal activities. These mechanisms enable law enforcement agencies to respond 
swiftly to reports, emerging threats, and illicit activities, utilizing their online presence to protect 
potential victims, mitigate harm, and gather evidence for prosecutions. 

 
5. Corporate Responsibility 

Internet companies and technology platforms need to be held accountable for combatting child 
sexual exploitation. This involves implementing stricter content moderation policies, actively 
reporting illegal activities, and collaborating closely with law enforcement agencies to effectively 
address the issue. Corporate responsibility is vital in the fight against online child exploitation. 

 
6. Robust Cyber Safety Measures 

Efforts to ensure cyber safety must include the implementation of robust online safety mechanisms 
such as content filtering and reporting systems, particularly on social media platforms. 
Collaboration with social media providers is essential to guarantee safe browsing experiences. 
Additionally, the development of advanced artificial intelligence solutions for early detection, 
prevention, and identification of potential offenders plays a crucial role. Lastly, fostering cross-
border cooperation by sharing knowledge and anonymised investigation data strengthens the 
global response to child exploitation in the digital realm. 
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Currently, efforts are underway to address various aspects of child protection in the digital realm, including 
education and awareness programs, law enforcement training, and the prevention of online abuse through 
mechanisms like content moderation and monitoring. These initiatives aim to create a safer environment for 
children online by raising awareness, enhancing investigative capabilities, and holding tech companies 
accountable. 
 
Looking ahead, we can expect an increased emphasis on advanced technological solutions, such as AI-based 
content detection, to tackle online sexual exploitation of children more effectively. Collaboration between 
governments, tech companies, and law enforcement will likely become more streamlined, enabling faster 
responses to emerging threats. Additionally, the development of innovative tools and legislation to adapt to 
evolving technologies, like the metaverse or other-verses, will play a pivotal role in ensuring the safety of 
children in the digital age. 
 
Protecting children from sexual abuse and exploitation requires a combination of education, awareness, law 
enforcement training, online policing, corporate responsibility, and continuous innovation in cyber safety 
measures. These efforts must involve various stakeholders and adapt to evolving threats and challenges. 
 
B – Technological developments’ scope: 
 
Here is the summarised overview from the perspective of the current technological developments and 
evolution. We detected four main topics, such as generative AI, deepfakes, encryption and metaverse/other-
verses that are crucial to address in order to protect children from harms. It is believed that a comprehensive 
strategy involving various technical and legislative measures can be essential, for the nowadays and in the 
future. Details of challenges are highlighted in the Table 18 below. 
 
Table 18 – Technological developments to address in a comprehensive strategy  

Detected technological developments 

Nowadays Future 

Generative AI 
To ensure the responsible use of generative AI systems, 
developers must implement safeguards preventing 
harmful outputs, including grooming or malicious 
content. Advocating for age restrictions and holding 
developers accountable for misuse is vital to protect 
vulnerable users. Moreover, proactively monitoring AI 
technology developments and providing expertise to law 
enforcement agencies helps anticipate and address 
emerging risks, particularly in the context of child 
exploitation. 

In the realm of generative AI, it is crucial to develop and 
implement automated tools for detecting AI-generated 
content. These tools play a pivotal role in identifying and 
preventing misuse, especially in the context of child 
exploitation, ensuring that harmful outputs are swiftly 
identified and addressed. 
 

Deepfakes 
Addressing the potential misuse of deepfake technology, 
collaborative efforts with policymakers are essential to 
prevent criminal actors from easily exploiting it, 
especially in cases of child sexual abuse. Continuous 
monitoring of technological advancements and 
investments in detection tools are crucial to stay ahead 
of evolving threats and protect individuals from harmful 
deepfake content. 

Continued development of automated detection tools 
for deepfake content remains paramount. These tools 
serve as a critical defence against the proliferation of 
malicious deepfakes, including those involved in child 
sexual abuse or exploitation. Ongoing research and 
advancement in this area are essential to stay ahead of 
evolving threats. 
 

Encryption 
Understanding the impact of encryption on law 
enforcement's ability to combat crimes like child sexual 

To address encryption-related challenges that may arise 
due to legislation, proactive preparation through 



 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 136 of 158 
 

abuse is vital. Collaboration with stakeholders is 
necessary to strike a balance between privacy and 
security, maintaining access to critical information when 
needed. Building relationships with the private sector can 
provide valuable support for investigations, ensuring that 
encryption doesn't become a barrier to justice. 

research and development is crucial. Ensuring that the 
balance between privacy and security is maintained, and 
that law enforcement agencies can access critical 
information, when necessary, is vital to combat crimes 
like child sexual abuse effectively. 
 

Metaverse (other-verse) 
As the metaverse becomes an integral part of children's 
online experiences, proactive monitoring of platforms 
used by children is essential to prevent exploitation. 
Evaluating the effectiveness of safety measures and age 
restrictions, as well as establishing robust online policing 
mechanisms, is crucial to create a safe digital 
environment for children. Additionally, staying updated 
on the impact of emerging technologies like VR/AR within 
the metaverse ensures that protective measures evolve 
to safeguard young users effectively. 

In the evolving landscape of the metaverse, legislation 
must keep pace with emerging technologies and novel 
digital experiences. Exploring biometric enforcement of 
age restrictions, such as using technology like headsets, 
can enhance child protection efforts. Additionally, 
vigilant monitoring of user-generated content and links 
across digital spaces is essential to maintain a safe online 
environment for children and prevent exploitation. 
 

 
For the present situation, we can say that the responsible use of AI, addressing encryption-related challenges, 
and ensuring child safety in the metaverse are pressing concerns. The development of automated detection 
tools for AI-generated content and deepfakes is underway, while striking a balance between privacy and 
security in encryption remains a priority. In the metaverse, there is a need to evaluate existing safety 
measures and explore innovative age-restriction enforcement methods. In the coming years, we can 
anticipate more robust AI detection tools to combat harmful content, increased collaboration between 
stakeholders to navigate encryption challenges, and the continued evolution of safety measures in the 
metaverse. As technology advances, a proactive approach to safeguarding children in digital spaces will 
become even more essential, with emerging innovations like biometric age verification likely playing a 
significant role in enhancing child protection efforts.  
 

6.1.13.2 Trends and challenges in protecting children against sexual exploitation  
 
We asked about the trends and challenges, if they were observed by the GRACE project consortium members 
(question no. 2). In compiling the answers, we learned that there are different trends in various fields, such 
as technological one, use of cryptocurrencies, dark web, from the criminal perspective online sexual 
grooming and sexual extortion, earlier mentioned generative AI, deepfakes, encryption, decentralizations, 
metaverse and similar verses. Below, in the Table 19 are summarised key points, divided per trend and 
challenge behind.  
 
Table 19 – Trends and challenges in protecting children 

Trends and challenges in protecting children 

1. Technology and Online Exploitation: 

Trend: Advancements in technology and social media platforms have given rise to potential 
offenders who adapt their tactics to exploit children and share harmful materials in new 
ways. 

Challenge: Staying ahead of offenders in the rapidly evolving digital landscape requires constant updates 
to cybersecurity measures and strategies. The development of robust analysis tools is 
hindered by limited resources and legal challenges surrounding sensitive investigation data 
exchange. 

2. Dark Web and Cryptocurrencies: 
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Trend: The Dark Web has become a major hub for child sexual exploitation, with offenders using 
anonymizing tools and cryptocurrencies for illicit transactions. 

Challenge: Law enforcement agencies face difficulties tracking and prosecuting offenders operating in 
the anonymity of the Dark Web. Collaboration with international partners is essential to 
combat these activities effectively. 

3. Online Grooming and Sexual Extortion: 

Trend: Offenders frequently use social media platforms, chat rooms, and online gaming platforms 
for grooming and exploiting children. Grooming involves building trust with a child for sexual 
exploitation, while sextortion coerces or blackmails children into explicit activities. 

Challenge: Identifying and preventing online grooming and sextortion is complex due to the wide range 
of platforms used, making it challenging for authorities to monitor and intervene effectively. 

4. Generative AI and Deepfakes: 

Trend: Rapid improvements in Generative AI, like large language models, enable offenders to mimic 
human speech convincingly and facilitate serious crimes, including child grooming. The 
generation of realistic CSAM/CSEM through Generative AI poses challenges in distinguishing 
between real and AI-generated material. 

Challenge: The criminal applications of Generative AI and the potential emergence of "dark AI" systems 
without safeguards create difficulties for law enforcement in detecting and combating child 
exploitation. 

5. Encryption: 

Trend: Widespread encryption in messaging apps, hard drives, and DNS data hinders law 
enforcement's ability to detect and investigate online crimes, impacting perpetrator 
identification and victim protection. 

Challenge: Striking a balance between privacy and security becomes increasingly challenging as 
encryption becomes more common, affecting law enforcement's ability to safeguard victims. 

6. Metaverse and Decentralization: 

Trend: The metaverse presents new challenges, including the risk of grooming within immersive 
virtual environments. Decentralization in content generation shifts responsibility from 
platform providers to users, limiting oversight and making tracing difficult. 

Challenge: Virtual interactions blur the lines between online and physical experiences, necessitating a 
comprehensive legal framework. Investigating ephemeral online encounters becomes 
challenging due to limited data availability. Trust issues, tools for identity deception, and the 
need for user education compound the difficulties. 

 
Advancements in technology and online platforms have given rise to new trends and challenges in combating 
child sexual exploitation, which require constant updates to cybersecurity measures, international 
collaboration, and a comprehensive legal framework to address effectively. Nobody can tackle the problem 
of sexual exploitation of children alone, the close cooperation and interactions are a must. 
 

6.1.13.3 Challenges by law enforcement authorities 
 
Under the last question in the survey, we were looking for any other observation and opinion. Due to the 
nature of the answers received, we put the compiled views here, before we would highlight finally the 
recommendations out of our survey. The topic that was raised is about considering the challenges faced by 
the law enforcement authorities, when investigating the crimes against children, in particularly the sexual 
abuse and sexual exploitation in the cyberspace. There is a need for comprehensive solutions, due to the 
volume, nature and constant increase of new and new criminal cases (see chapter on statistics). 
 
The key points were highlighted as: 
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- Resource Constraints: 
Law enforcement agencies are already stretched thin with numerous responsibilities. It's crucial to be 
realistic about their capacity to implement recommendations, which underscores the importance of 
directing investments strategically. 

- Holistic Approach:  
Combating child sexual abuse and exploitation requires a multifaceted strategy. This includes proactive 
prevention efforts, clear legal frameworks that protect privacy, reliable AI solutions, and international 
cooperation. 

- Addressing Demand:  
Efforts should focus on addressing the demand for child sexual abuse material and exploitation. This 
involves prosecuting offenders and targeting the root causes of demand, including societal attitudes that 
contribute to the sexualisation of children. Early intervention and support services for at-risk families are 
crucial. 

- Breaking the Cycle of Abuse:  
Recognise the cycle of abuse, where victims can become offenders due to exposure to abuse in their own 
environments. Addressing this cycle through therapy, counselling, and support is vital to breaking the 
cycle. 

- Long-Term Commitment:  
The fight against child sexual abuse and exploitation is an ongoing effort that requires commitment from 
all stakeholders. Regular evaluation of strategies, programs, and policies is essential for continuous 
improvement. 

 
This challenging part for law enforcement authorities could be extrapolated also onto judicial authorities. If 
not addressed these significant challenges and then not implementing these measures alongside other 
recommendations in this deliverable, then we as society may fail to protect the rights of the most vulnerable 
people – children. By making relevant changes and improving our working processes by adapting these 
recommendations, we can work towards creating a safer environment for children and effectively combating 
these heinous crimes. 
 

6.1.13.4 List of recommendations  
 
We asked (question no. 3) for the recommendations that needs to be addressed to wider public and to 
focused groups at the various levels. To avoid making additional sub-chapters, we also added 
recommendations from the study that we conducted throughout this deliverable and from the perspectives 
of the victims and survivors of sexual abuse [as children]. The latter were created from the shared stories of 
the two survivors and also from the sources we came across during the making of this deliverable.  
 
Here are the lists of the recommendations to address sexual abuse and sexual exploitation of children, 
encompassing online and in-person physical abuse, and related topics. The recommendations are presented 
from general (Table 20) down to specific aspects, e.g. for media and entertainment industry (Table 21), per 
specific digital and cyber-related trends (Table 22) and from perspective of victims and survivors (Table 23). 
 
Table 20 – General recommendations 

General recommendations 

European level National level 

1. Establish a European Data Repository: Propose 
the creation of a dedicated European data 
repository for research purposes. Facilitate 
information sharing, intelligence exchange, and 
innovation within the region. Advocate for no 

1. Promote Awareness and Safeguarding 
Measures: Launch awareness campaigns to 
educate parents, caregivers, and children about 
online risks. Advocate for no end-to-end 
encryption for children online. Encourage both 
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end-to-end encryption for children online and 
encourage voluntary and mandatory detection 
of child sexual abuse material. 

2. Harmonise Legislation: Promote the 
harmonization of legislation across European 
countries to combat child sexual abuse 
effectively. Establish common standards and 
definitions that address online exploitation and 
cross-border offenses. 

3. Enhance Cross-Border Cooperation: Improve 
cross-border collaboration among European 
countries. Facilitate information sharing, joint 
investigations, and extradition of offenders. 
Develop protocols for rapid response and 
sharing of best practices. 

4. Facilitate Data Sharing and Analysis: Enable 
data and intelligence sharing among European 
countries to identify trends, track offenders, 
and dismantle exploitation networks. Support 
the development of data analysis tools and 
platforms for effective information exchange. 

5. Provide Training and Capacity Building: Create 
European-wide training programs for law 
enforcement, prosecutors, and judges on 
investigating and prosecuting child sexual 
exploitation cases. Promote the exchange of 
expertise and knowledge through joint training 
initiatives. 

6. Coordinate Awareness Campaigns: Coordinate 
efforts to raise public awareness about child 
sexual abuse and exploitation through targeted 
campaigns at the European level. Collaborate 
with NGOs, educational institutions, and media 
to reach a wide audience. 

7. Technology Insights: Develop a European 
strategy to counter threats from generative AI 
and deepfakes. Pool resources to develop joint 
solutions and influence policy at the European 
level. Form a collective strategy and engage 
with EU-level policy-makers regarding 
encryption. Establish a proper European effort 
to police global metaverse platforms. 

voluntary and mandatory detection of child 
sexual abuse material. 

2. Strengthen Legislation: Enact comprehensive 
laws that criminalise all forms of child sexual 
abuse and exploitation. Ensure these laws 
include appropriate penalties and address 
emerging trends in online exploitation and 
grooming. 

3. Allocate Adequate Resources: Provide 
sufficient resources to law enforcement, child 
protection services, and specialised units. This 
includes funding for training, technology, victim 
support, and prevention programs. 

4. Promote Multiagency Collaboration: 
Encourage collaboration among government 
agencies, law enforcement, social services, 
healthcare professionals, educators, and NGOs. 
Foster mechanisms for information sharing, 
joint investigations, and cooperation. 

5. Focus on Prevention and Education: Develop 
comprehensive prevention programs in schools 
and communities. Educate children, parents, 
and educators about sexual abuse, online 
safety, and reporting. Conduct awareness 
campaigns to help the public recognise signs of 
abuse and take action. 

6. Enhance Victim Support Services: Ensure 
accessible and specialised support services for 
child victims, including counselling, medical 
care, legal aid, and safe accommodation. 
Strengthen the capacity of child protection 
agencies and organisations to provide 
comprehensive and trauma-informed support. 

7. Technology Insights: Understand the impact of 
generative AI and deepfakes. Influence national 
lawmakers and engage with relevant 
stakeholders to foster R&D projects aimed at 
detecting AI-generated content. Engage with 
national policy-makers regarding encryption. 
Develop online policing capabilities and 
monitor the adequacy of existing legislation in 
the metaverse. 

 
Table 21 – Recommendations for media, social network sites and entertainment industry  

For Media and Entertainment Industry:  

European level National level 

Promote Responsible Content 

1. Media, Social Network Sites, & Entertainment 
Industry Regulations: Develop and enforce 
robust regulations at the European level to 

1. Legislation and Oversight: National governments 
should enact and rigorously enforce legislation that 
specifically prohibits the sexualisation of children in 
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ensure that media, social network sites, and the 
entertainment industry produce responsible 
content that strictly avoids the sexualisation of 
children. This includes comprehensive age-
appropriate content guidelines and strict 
penalties for violations. 

 
2. European Content Guidelines: Establish 

European-wide content guidelines that 
encourage media, social network sites, and the 
entertainment industry to portray healthy 
relationships, consent, improved body image, 
and respect in media targeted at children and 
adolescents. These guidelines should be 
implemented and monitored consistently 
across all member states. 

 
3. Educational Initiatives: Facilitate cross-border 

initiatives for media, social network sites, and 
the entertainment industry to educate 
themselves about the importance of promoting 
responsible content involving children and for 
children. Encourage knowledge-sharing and 
best practices among member states to ensure 
a unified approach. 

 
4. Standardised Internal Policies: Encourage 

media, social network sites, and the 
entertainment industry at the European level to 
create and promote standardised internal 
policies aimed at the promotion of responsible 
content about children and for children. 
Develop a framework for reporting and 
rectifying violations that can be applied 
consistently throughout the European Union. 

 

media, social network sites, and the entertainment 
industry. Establish dedicated regulatory bodies to 
oversee compliance and impose fines for non-
compliance. 
 
2. National Content Standards: Develop and 
implement national content standards that require 
media, social network sites, and the entertainment 
industry to depict healthy relationships, consent, 
improved body image, and respect in content aimed 
at children and adolescents. Ensure that these 
standards are in alignment with European 
guidelines. 
 
3. Public Awareness Campaigns: Launch national 
public awareness campaigns to educate the public 
about the importance of responsible content 
involving children and for children. This should 
include campaigns targeting both content creators 
and consumers. 
 
4. Corporate Responsibility: Encourage media, 
social network sites, and the entertainment 
industry to adopt internal policies that promote 
responsible content about children and for children. 
Work closely with industry stakeholders to create 
incentives for adherence to these policies, such as 
tax benefits or industry awards for responsible 
content. 

Media, social network sites and entertainment industry  
1. Responsible content: They are encouraged to produce responsible content that avoids the 

sexualisation of children.  
2. Dignity of children: They should be encouraged and committed to portray healthy relationships, 

consent, improved body image, and respect in media targeted at children and adolescents. 
3. Education: They should educate themselves in order to enable promoting responsible content about 

children and for children. 
4. Internal polices: They should create and promote internal policies aiming at promotion of responsible 

content about children and for children. 

 
 
Table 22 – Recommendations per specific digital and cyber-related trends 

Per specific digital and cyber-related trends 

European level National level 
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Invest in AI and other tools 

1. Funding for R&D: It is recommended to allocate 
significant funding and resources towards the 
research and development of robust AI and 
other tools that can effectively detect, prevent, 
and report potential offending behaviour in 
online spaces, with a particular emphasis on 
safeguarding user privacy. 

 

1. Investments in R&D: Governments should 
prioritise investments in AI research and 
development, fostering partnerships between 
academia, industry, and law enforcement 
agencies to create AI and other tools that can 
proactively identify and address potential 
online offending behaviour, all while upholding 
the principles of user privacy and data 
protection. 

Generative AI 

1. Safeguard Implementation: Advocate for 
comprehensive European Union regulations 
that require developers to implement robust 
safeguards in generative AI systems to prevent 
harmful outputs, particularly those related to 
grooming or malicious content. 

2. Age Restrictions: Promote the establishment of 
European-wide age restrictions for the use of 
generative AI systems to protect vulnerable 
users, especially children, and hold developers 
accountable for any misuse. 

3. Technology Monitoring: Create a dedicated 
task force or agency at the European level to 
proactively monitor advancements in AI 
technology, including generative AI, and 
provide expertise to law enforcement agencies 
for addressing emerging risks, particularly in the 
context of child exploitation. 

4. Automated Detection Tools: Invest in research 
and development of automated tools 
specifically designed for detecting AI-generated 
content. Foster collaboration between 
European countries to develop effective 
detection mechanisms for swift identification 
and prevention of misuse, particularly in cases 
related to child exploitation. 

1. National Safeguard Implementation: Enact 
national regulations that mandate developers 
to implement safeguards in generative AI 
systems to prevent harmful outputs, 
particularly those related to grooming or 
malicious content. 

2. Local Age Restrictions: Implement age 
restrictions at the national level for the use of 
generative AI systems to protect vulnerable 
users, especially children. Hold developers 
accountable for any misuse within the country. 

3. Technology Oversight: Establish national 
agencies or task forces responsible for 
monitoring advancements in AI technology, 
including generative AI, and providing expertise 
to local law enforcement agencies for 
addressing emerging risks, particularly in cases 
of child exploitation. 

4. Localised Automated Detection Tools: Invest in 
research and development of automated 
detection tools tailored to identifying AI-
generated content. Collaborate with 
neighbouring countries to share resources and 
expertise in developing effective detection 
mechanisms. 

 

Deepfakes 

1. Collaborative Efforts: Collaborate closely with 
European policymakers to establish stringent 
regulations and legal frameworks to prevent 
the misuse of deepfake technology, with a 
particular focus on protecting individuals from 
child sexual abuse. 

2. Continuous Monitoring: Establish a European 
task force for continuous monitoring of 
technological advancements related to 
deepfakes and allocate resources for the 
development of cutting-edge detection tools to 
stay ahead of evolving threats. 

1. National Policy Development: Work closely 
with national policymakers to develop and 
enforce regulations and legal frameworks to 
prevent the misuse of deepfake technology, 
with a particular focus on protecting individuals 
from child sexual abuse. 

2. Local Technological Advancements: Allocate 
national resources for continuous monitoring of 
technological advancements related to 
deepfakes and the development of detection 
tools to stay ahead of evolving threats. 
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3. Automated Detection: Support ongoing 
research and development of automated 
detection tools tailored to deepfake content, 
with a European-wide emphasis on countering 
malicious deepfakes, especially those involved 
in child sexual abuse or exploitation. 

3. National Automated Detection: Support 
ongoing research and development of 
automated detection tools designed for 
identifying deepfake content, with a focus on 
countering malicious deepfakes, especially 
those involved in child sexual abuse or 
exploitation. 

 

Encryption 

1. Stakeholder Collaboration: Foster 
collaboration with stakeholders, including tech 
companies, privacy advocates, and law 
enforcement agencies, to strike a balance 
between encryption's privacy benefits and law 
enforcement's needs to combat crimes like 
child sexual abuse. 

2. Private Sector Support: Encourage the private 
sector to cooperate with law enforcement in 
investigations involving encrypted data, 
ensuring that encryption does not impede 
justice. Promote dialogue and information 
sharing between tech companies and 
authorities. 

3. Research and Development: Allocate European 
Union resources for proactive research and 
development efforts to address encryption-
related challenges that may arise due to 
legislation. Ensure that the equilibrium 
between privacy and security is maintained, 
allowing law enforcement agencies to access 
critical information when necessary. 

1. Local Stakeholder Collaboration: Foster 
collaboration with local stakeholders, including 
tech companies, privacy advocates, and law 
enforcement agencies, to strike a balance 
between encryption's privacy benefits and the 
need for law enforcement to combat crimes like 
child sexual abuse. 

2. Private Sector Engagement: Encourage local 
tech companies to cooperate with law 
enforcement in investigations involving 
encrypted data. Promote dialogue and 
information sharing between tech companies 
and authorities. 

3. Research and Development Support: Allocate 
national resources for proactive research and 
development efforts to address encryption-
related challenges that may arise due to 
legislation. Ensure that the balance between 
privacy and security is maintained at the 
national level. 

 

Metaverse (other-verse) 

1. Proactive Monitoring: Establish a European 
agency or working group responsible for 
proactive monitoring of digital platforms used 
by children within the metaverse to prevent 
exploitation. Evaluate the effectiveness of 
existing safety measures and age restrictions. 

2. Online Policing Mechanisms: Advocate for the 
development of robust online policing 
mechanisms at the European level to create a 
safer digital environment for children within the 
metaverse. 

3. Technological Impact Assessment: Conduct 
regular assessments of the impact of emerging 
technologies like VR/AR within the metaverse 
on child safety. Ensure that protective measures 
evolve to effectively safeguard young users. 

4. Legislation Adaptation: Promote the 
adaptation of European legislation to keep pace 

1. Local Platform Monitoring: Establish local 
agencies or working groups responsible for 
monitoring digital platforms used by children 
within the metaverse to prevent exploitation. 
Assess the effectiveness of existing safety 
measures and age restrictions. 

2. National Online Policing: Advocate for the 
development of robust online policing 
mechanisms at the national level to create a 
safer digital environment for children within the 
metaverse. 

3. Local Technological Impact Assessment: 
Conduct regular assessments of the impact of 
emerging technologies like VR/AR within the 
metaverse on child safety. Ensure that 
protective measures evolve to safeguard young 
users effectively. 



 
D10.7 STAKEHOLDER AND POLICY RECOMMENDATIONS FOR ADDRESSING ONLINE CSEM V2 

Grant Agreement: 883341 Dissemination level: PU Page 143 of 158 
 

with emerging technologies and digital 
experiences within the metaverse. Explore the 
feasibility of biometric enforcement of age 
restrictions, such as using headsets, to enhance 
child protection. 

5. User-Generated Content Monitoring: Establish 
mechanisms for vigilant monitoring of user-
generated content and links across digital 
spaces in the metaverse to maintain a safe 
online environment for children and prevent 
exploitation. 

4. Adaptation of Legislation: Adapt national 
legislation to align with emerging technologies 
and digital experiences within the metaverse. 
Explore options for biometric enforcement of 
age restrictions and implement mechanisms for 
vigilant monitoring of user-generated content 
and links in digital spaces. 
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Table 23 – Recommendations from victims’ and survivors’ perspective 

From victim’s and survivor’s perspective 

European level National level 

Comprehensive Support Services 

1. Establish a European-wide network of support 
centres: Advocate for the creation of a network 
of trauma-informed care support centres across 
the European Union, specializing in providing 
comprehensive services for survivors of child 
sexual abuse. These centres should offer 
therapy, counselling, legal support, and other 
essential services. 

2. Funding for survivor-led organisations: 
Encourage the European Union to allocate 
funding to support survivor-led organisations 
and initiatives dedicated to raising awareness, 
providing assistance to survivors, and 
advocating for policy changes aimed at 
combatting child sexual abuse. 

1. Establish national support networks: At the 
national level, create networks of support 
centres that align with the European-wide 
network's objectives. These centres should 
provide trauma-informed care, therapy, 
counselling, and legal assistance to survivors of 
child sexual abuse. 

2. Advocate for national funding: Advocate for 
national-level funding to support survivor-led 
organisations and initiatives within each 
country. These organisations should focus on 
increasing awareness, providing support to 
survivors, and advocating for policy changes 
related to child sexual abuse prevention and 
support. 

3. Gender-sensitive support services: Ensure that 
all national support services are sensitive to 
gender-specific needs and experiences. 
Recognise that survivors of all genders may 
require tailored support, and implement 
strategies to provide comprehensive care 
accordingly. 

Prevention Education 

1. Promote a European-wide prevention 
campaign: Launch a comprehensive European-
wide campaign aimed at educating parents, 
caregivers, and educators about child sexual 
abuse prevention. The campaign should focus 
on recognising signs of abuse and fostering 
open communication with children to create a 
safer environment. 

2. Encourage adoption of prevention education 
programs: Advocate for European countries 
and national governments to adopt and 
implement comprehensive prevention 
education programs in schools. These programs 
should emphasise age-appropriate lessons on 
consent, online safety, and recognizing 
grooming behaviours to empower children with 
the knowledge and skills they need. 

1. Develop and implement national prevention 
campaigns: At the national level, develop and 
execute prevention campaigns that target 
parents, caregivers, and educators. These 
campaigns should emphasise the importance of 
building self-esteem, self-respect, and self-love 
in children to reduce vulnerability to groomers. 

2. Collaborate with survivor advocates: 
Collaborate closely with survivor advocates and 
organisations to create resources and materials 
tailored for schools and communities. These 
resources should focus on educating children 
about recognizing and reporting abuse, while 
also addressing gender-specific aspects to 
combat harmful stereotypes and promote 
healthy relationships for all genders. 

Technological Solutions 

1. Advocate for stricter content moderation 
regulations: Promote a European-wide 
initiative to develop and enforce regulations 
that require tech companies, especially those 
accessible to children, to implement more 

1. Enforce national regulations: Enforce 
regulations that hold tech companies 
accountable for the presence of illegal and 
harmful content on their platforms. Implement 
penalties for non-compliance and establish 
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rigorous content moderation policies. These 
regulations should also mandate reporting 
illegal activities to law enforcement agencies. 

2. Establish a European task force: Create a 
European-level task force dedicated to 
combating online child sexual exploitation. This 
task force should collaborate closely with tech 
companies, law enforcement agencies, and 
survivor advocates to devise and implement 
effective strategies for preventing and 
addressing this issue. 

mechanisms for data sharing between tech 
companies and law enforcement agencies. 

2. Invest in AI and digital forensics research: 
Allocate resources for research and 
development of advanced AI and digital 
forensics tools at the national level. These tools 
should be capable of identifying, reporting, and 
removing child sexual abuse material from the 
internet while prioritizing survivor privacy and 
data protection. 

Effective Investigation and Prosecution 

1. Advocate for standardised protocols: 
Champion the development of a European-wide 
framework that standardises investigative and 
prosecutorial protocols for child sexual abuse 
cases, with a strong emphasis on trauma-
informed practices and survivor-centred 
approaches. Ensure that these protocols are 
consistent across all member countries. 

2. Facilitate sharing of best practices: Promote 
the sharing of best practices and provide 
training opportunities for European and 
national law enforcement agencies to ensure 
consistent and effective responses to child 
sexual abuse cases. Foster collaboration and 
knowledge exchange among member states. 

1. Establish specialised units: Within each 
national law enforcement agency, establish 
specialised units dedicated to child sexual abuse 
cases. These units should be staffed with 
professionals trained in trauma-informed 
investigations to ensure that survivors receive 
appropriate support throughout the legal 
process. 

2. Eliminate statutes of limitations: Implement 
national policies that eliminate statutes of 
limitations for prosecuting child sexual abuse 
cases, guaranteeing that survivors have the 
opportunity to seek justice regardless of when 
they come forward. 

3. Address gender bias: Prioritise the elimination 
of gender bias in the investigation and 
prosecution of child sexual abuse cases, 
recognizing that survivors of all genders deserve 
equal access to justice. Implement policies and 
practices that ensure equitable treatment for all 
survivors. 

 
Implementing all these recommendations at both the European and national levels signifies a proactive 
commitment to combating child sexual abuse comprehensively. It entails not only providing robust support 
services that acknowledge the unique needs of survivors, but also fostering a widespread prevention 
education culture that empowers parents, caregivers, educators, and children themselves. Additionally, it 
involves a coordinated effort to address online child sexual exploitation through advanced technological 
solutions, holding tech companies accountable and bolstering detection and prevention capabilities.  
 
Furthermore, this multifaceted approach extends to the enhancement of investigation and prosecution, 
ensuring that survivors are met with the support and justice they rightfully deserve. Together, these actions 
form a united front against child sexual abuse, prioritizing the well-being and protection of children across 
both European and national domains. 
 
Without a question, the above presented recommendations are still somewhat the general idea and should 
be adapted to the specific legal and sociocultural contexts of each European country. National governments 
should work in cooperation with the European Union to ensure a harmonised approach in line with European-
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level recommendations. It should be noted that national-level recommendations should be aligned with and 
complement the European-level efforts. 
 
Any additional explanations are provided with facts and other information throughout this deliverable. 
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7. Conclusion 
 
The global response against child sexual exploitation and abuse is a highly complex matter and affects 
everyone, especially children. Nobody is able to respond on its own, the cooperation and collaboration are 
the key in this fight.  
 
The policy recommendations in this deliverable are the starting point for current and future changes. These 
changes should be reflected in policy-making, decision-making, investments, reorganizing of working 
processes and building partnerships across the globe. The main stakeholders in this journey are children. 
They should benefit the most. We all have to have them in mind, when making any decisions affecting them. 
Every decision maker is encouraged also to talk these questions to children as they are integral part of the 
societies.  
 
In addition, the results of accepted and implemented policy recommendations will also have a huge impact 
on achieving the goals set in the UN Sustainable Development Goals (SDG): 
- 16.2 End abuse, exploitation, trafficking and all forms of violence against and torture of children and 
- 5.2 Eliminate all forms of violence against all women and girls in the public and private spheres, including 
trafficking and sexual and other types of exploitation. 
 
This deliverable is updated according to new information, facts, research, trends, threats and society's 
collective responses against the sexual exploitation and abuse of children. Let this deliverable serve as a 
ground for any further decisions. 
 
We have to effectively and safely navigate the present and future digital arena. Together. 
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ANNEX I – GLOSSARY, ACRONYMS AND COUNTRY ABBREVIATIONS 
 

Term Definition / Description 

AI Artificial Intelligence 

AP Analytical Point (Twins) 

APA American Psychological Association 

CAID Child Abuse Images Database 

COE Council of Europe 

CRC Convention on the Rights of the Child 

CSA Child Sexual Abuse 

CSAM Child Sexual Abuse Material 

CSE Child Sexual Exploitation 

CSEA Child Sexual Exploitation and Abuse  

CSEM Child Sexual Exploitation Material 

DG Directorate General (at EC) 

EC European Commission 

EC3 European Cybercrime Centre (Europol) 

ECRIS European Criminal Records Information System 

EFC European Financial Coalition against Commercial Sexual exploitation of children online  

EIS Europol Information System 

EIU The Economist Intelligence Unit 

EMPACT European Multidisciplinary Platform Against Criminal Threats 

eNASCO European NGO Alliance for Child Safety Online 

EPC European Police Chief  

ESP Electronic Service Providers 

ETIAS European Travel Information and Authorization System 

EU European Union 

FIU Financial Intelligence Unit 

GSC General Secretariat of the Council  

ICSE International Child Sexual Exploitation images database 

ICT Information and communication technology 

ILO International Labour Organization 

INHOPE International Association of Internet Hotlines  

IOCTA Internet Organized Crime Threat Assessment 

IoT/IOT Internet Of Things 

IP Internet Protocol 

IWF Internet Watch Foundation 

IWG Interagency Working Group 

JHA Justice and Home Affairs  

LDCA Live Distant Child Abuse 

LEA Law Enforcement Agency (also Authority) 

MS Member State 

NCA National Crime Agency 

NCECC National Child Exploitation Coordination Centre (Canada) 

NCMEC National Center for Missing and Exploited Children (US) 

NGO Non-Governmental Organization 

NSPCC National Society for the Prevention of Cruelty to Children (UK) 
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OJ Official Journal 

PNR Passenger Number 

SDG Sustainable Development Goal 

SIS Schengen Information System 

TCSO (CSO) Transnational Child Sex Offender (Child Sex Offender) 

THB Trafficking in Human Beings 

TOR The Onion Router 

UN United Nations 

UNICEF United Nation’s Children Fund 

VGT Virtual Global Taskforce 

WPGA We Protect Global Alliance to End Child Sexual Exploitation Online 

Table 24 - Glossary and Acronyms 
 

Belgium (BE) Greece (EL) Lithuania (LT) Portugal (PT) 

Bulgaria (BG) Spain (ES) Luxembourg (LU) Romania (RO) 

Czechia (CZ) France (FR) Hungary (HU) Slovenia (SI) 

Denmark (DK) Croatia (HR) Malta (MT) Slovakia (SK) 

Germany (DE) Italy (IT) Netherlands (NL) Finland (FI) 

Estonia (EE) Cyprus (CY) Austria (AT) Sweden (SE) 

Ireland (IE) Latvia (LV) Poland (PL) United Kingdom (UK) 

United States (US)       

Table 25 – Abbreviation of countries  
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ANNEX II – SOURCES USED BY CHATBOT BINGCHAT 
 

List from Table 8 (in order of appearance): 

- https://www.techrepublic.com/article/chatgpt-vs-google-bard/ 

- https://www.techrepublic.com/article/chatgpt-vs-google-bard/ 
- https://www.techrepublic.com/article/chatgpt-vs-google-bard/ 

- https://www.techrepublic.com/article/chatgpt-vs-google-bard/ 
- https://www.bbc.co.uk/newsround/65036003 

- https://www.lifewire.com/chatgpt-vs-bard-7504876 
- https://arstechnica.com/information-technology/2023/04/clash-of-the-ai-titans-chatgpt-vs-bard-
in-a-showdown-of-wits-and-wisdom/ 

List from Table 9 (in order of appearance): 

- https://www.profolus.com/topics/bing-chat-review-pros-and-cons/ 
- https://www.profolus.com/topics/bing-chat-review-pros-and-cons/ 

- https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/ 
- https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/ 

- https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/ 
- https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-
chat-and-its-fans-arent-happy/ 

- https://www.profolus.com/topics/bing-chat-review-pros-and-cons/ 

- https://time.com/6256529/bing-openai-chatgpt-danger-alignment/ 
- https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo 

List from Table 10 (in order of appearance): 

- https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-
functionality-of-bing-ai-chatbot/ 

- https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-
functionality-of-bing-ai-chatbot/ 

- https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-
benefits-and-functionality/ 

- https://www.bing.com/chat/ 
- https://blog.skrots.com/what-is-microsoft-bing-ai-chatbot-and-exploring-the-benefits-and-
functionality-of-bing-ai-chatbot/ 

- https://www.c-sharpcorner.com/article/what-is-microsoft-bing-ai-chatbot-and-exploring-the-
benefits-and-functionality/ 

- https://www.bing.com/chat/ 

- https://www.tomsguide.com/how-to/how-to-use-the-new-bing-with-chatgpt-and-what-you-can-do-with-
it 

- https://www.lifewire.com/what-is-bing-ai-chatbot-7371141 

List from Table 11 (in order of appearance): 

- https://www.profolus.com/topics/bing-chat-review-pros-and-cons/ 

- https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/ 

- about: blank (URL not provided) 

- https://www.ghacks.net/2023/02/15/microsofts-new-bing-chatbot-is-unstable-emotionally-unstable/ 

- https://arstechnica.com/information-technology/2023/02/microsoft-lobotomized-ai-powered-bing-

chat-and-its-fans-arent-happy/ 

- https://www.profolus.com/topics/bing-chat-review-pros-and-cons/ 

- https://time.com/6256529/bing-openai-chatgpt-danger-alignment/ 

- https://www.theverge.com/2023/2/14/23599007/microsoft-bing-ai-mistakes-demo 

List from Table 12 (in order of appearance): 

- https://www.unicef.org/reports/legislating-digital-age 
- https://www.unicef.org/reports/legislating-digital-age 

- https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-
respond-online-child-sexual 

- https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-
respond-online-child-sexual 

- https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-
respond-online-child-sexual 

- https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-
respond-online-child-sexual 

- https://www.unicef.org/reports/legislating-digital-age 

- https://www.unicef.org/cambodia/press-releases/official-launch-national-action-plan-prevent-and-
respond-online-child-sexual 

- https://www.gov.uk/guidance/child-online-safety-protecting-children-from-online-sexual-
exploitation-and-abuse 

- https://www.unicef.org/documents/protecting-children-online-sexual-exploitation 
- https://www.unicef.org/protection/violence-against-children-online 

 


